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CHAPTER 1 - INTRODUCTION

The conventional classification of multispectral image data collected by
remote sensing devices such as the multispectral scanners aboard the Landsat
or Skylab sateilites has usually been performed such that each pixel is classified
by using spectral information independent of the neighboring pixels. There is
no provision for using the spatial information inherent in the data. In many
cases there are available other sources of data which an analyst can use as well
as spatial information to establish a context for deciding what a particular
pixel in the imagery might be. By utilizing this contextual information, it may
be possible to achieve an improvement in classification accuracy. For example,
in the case of forestry, various tree species are known to exhibit growth
patterns dependent upon topographic position. When this fact is used along
with spectral and spatial information, a classification with enhanced accuracy

can be obtained [1,2].

The supervised relaxation operator which combines information from
spectral, spatial, and ancillary data to classify multispectral image data is part
of the subject of this report. Relaxation operations are a class of iterative,
parallel techniques for using contextual information to reduce local ambiguities
[3]. Such techniques have been found to be useful in many applications such as
edge reinforcement [4], image noise reduction [5], histogram modification,

thinning, angle detection, template matching, and region labelling [6]. Its
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convergence, the derivation of compatibility coellicients, and the theoretical
foundations of relaxation labeling processes have been deseribed in [7,8,9,10,11].
A modification to existing probabilistic relaxation pracesses to allow the
information contained in the initial labels to exert an influence on the direction
of relaxation throughout the process has been described in [12). This modified
relaxation method, called supervised relaxation labeling, has been extended to
incorporate one ancillary information source into the results of an existing
classification {2]. In this thesis, a method for integrating image data from
multiple ancillary data sources is deseribed in Chapter 2. Based on the
approach in [13], the convergence property of the supervised relaxation
operator is presented. The supervised relaxation operator is generalized and
demonstrated experimentally to combine information from spatial and multiple
ancillary data sources with the speetral information for the classification of

multispectral imagery with multiple classes.

Due to the high computational complexity of such operations and the
availability of low cost microprocessors, architectures involving multiple
processors are very attractive. Several parallel organizations have been
proposed, principally SIMD and MIMD architectures. In Chapter 3 of this
report we focus our attention on performance measures for parallel processors
and interconnection networks for multiprocessor systems.  Section 3.1 will
present the application of S-Nets {1-4,15] to modeling the maximum likelihood
algorithm in SIMD and pipeline implementations. Several aiternative
performance measures for the parallelism inherent in the algorithm are also
deseribed. The algorithm execution times derived based on the analysis of
imphicit and explieit operations i the algorithm for SIMD and MIMD modes of

parallelism are compared and discussed in Section 32, In Section 3.3, the
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determination of the optimal number of processing elements in terms of

execution time and system cost for a given image size based on the measures of
evaluating the performance of an algorithm is discussed. Finally, Section 3.4
describes how two multistage networks {16,17,18,19], the cube network and
ADM network, can be configured to support an implementation which utilizes

both SIMD and MIMD processing components.
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E CHAPTER 2 - SUPERVISED RELAXATION OPERATOR
EZ
: In this chapter. Section 2.1 contains a step-by-step deseription of the
i supervised relaxation operator. In Section 2.2, a method for the integration of
3 image data from multiple auxiliary data sources will be given. Section 2.3

discusses the convergence property of the supervised relaxation algorithm.
Finally, Section 2.4 presents experimental results on a 182-by-182 pixel

Landsat image.

2.1 Derivation of the Supervised Relaxation Algorithm

In this section, the derivation of the supervised relaxation operator from

the original relaxation operator [3} is described step by step, and an heurnstic

interpretation of the supervised relaxation operator is given.

2.1.1 Probabilistic Relaxation Operator

Most classifiers used with remote sensing data are pixel-specific.  Each
pixel is classified by using spectral information independent of the classification N

of the neighboring pixels. No spatial or contextual information is used. LN
Relaxation labeling processes are a class of iterative, parallel techniques
for using contextual information to disambiguate probabilistic labelings of

objects [3]. They make use of two different sources of information, a priori

neighborhood madels and initial observations, which interact to produce the
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final labelings. The relaxation processes involve a set of objects, A = |
ay, 29, ..., 4,}. and the relationship of each object to its neighbors.  Attached to
cach of the objects is a set of labels, A = {X\| Xq. ..., XA, }, where each label
indicates a possible interpretative assertion about that object; for example, the
objects might be image pixels and the labels might be spectral class names.
The relaxation algorithm  attempts to  use  constraint  or  compatibility
relationships defined over pairs of labels, possible interpretations, attached to
current and neighboring objects in order to eliminate inconsistent combinations
of labels. (“Current” refers to an object which, at the moment, is the focus of

attention.)

A measure of likelihood or confidence is associated with each of the
possible labels attached to objects. This measure is denoted by Py(X). These

likelihoods satisfy the condition

VPN =1, for all 3¢ A, 0 < Pi(A) < 1.
AeA

In this probabilistic model, the likelihoods estimated for an object’s labels
are updated on the basis of the likelihoods distributed among the labels of the
neighboring objects. These likelihoods interact through a set of compatibility
cocflicients that are defined for each pair of labels on current and neighboring
objects. The compatibility coeflicients are determined a priori based on some
foreknowledge of or on a “typical” model for the image to be classified. More
specifically, for a given objeet a;, the likelihood Pi(X) of a given label X should
inerease if the neighboring objects” labels with high likelihoods are highly
compatible with X at a,. Conversely. P’ (A} should decrease if neighboring high-
likelihood labels are incompatible with X at a,. On the other hand, neighboring

labels with low likelihoods should have little influence on Py(X\) regardless of
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their compaiibility with it. Let X" be a label for a neighboring object and X for

the current object. These characteristics can be summarized in tabular form as

follows:

Compatibility of A’ with X
High Low

Likelihood of X'  High + -

l.ow 0 0

where + means that Py\) should increase, — means that it should deerease,
and 0 means that it should remain relatively unchanged. The coeflicient
qij(k,)\') is a measure of the compatibility between label X on current object a,
and label A\ on neighboring object a;. These compatibility coefficients are
defined over the range [-1, 1. The aim is that the 4's should behave as

follows:

Yi(AAT) > 0, 0f A on a; frequently co-occurs with A on aj.

. . ’
= 1, if X on a; always co-occurs with X" on a;.

. . [
< 0, if X on a; rarely co-occurs with A’ on a;.

. . ’
=L if X on a; never co-occurs with X on a;.

. . L
= 0,1f X on a; occurs independently of X on a.

With these compatibilities, the contextual kaowledge is incorporated into the
probabilistic relaxation operator.
The mmtial label likelthoods are provided from a  classification  of

multispectral Landsat data. X multispectral seanner (MSS) gathers radiance
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A data in various sections of the electromaguetic spectrum (wavelength bands).

X For example, the Landsat MSS has four wavelength bands in the visible and

<
':.': near infrared spectrum. Such remotely sensed data have been collected and
e stored in digital format.
‘: The first step in multispectral classification begins with the selection of an

MSS data set which has suflicient quality so that the classes of interest on the

3 land covered can be identified with the desired accuracy. After choosing the

- best available data set for analysis, the study area within the data is located
‘ and the reference data (such as aerial photography, maps, etc.) are correlated

2 with the multispectral scanner data. These reference data provide the key to

relating successfully the spectral responses in the data to the cover types on the

g ground.

‘ The second step is the selection of the training samples. A common
procedure for selecting the training areas is to use the available reference data
to identify areas that contain the information classes of interest. The images of

B these areas are then identified in the multispectral scanner data. These

training samples are used to determine parameters for the pattern recognition

algorithms, effectively “training”™ the computer 1o recognize the classes of

: interest. Later when the classification operation is carried out by the pattern

< recognition algorithm, each data point to be classified is compared with the

training samples for each class, and the pixel is assigned to the class it

] resembles most closely.
- S
9 The third step is to use these training samples 1o define training classes, ;\
_ The training classes are often characterized in terms of the mean vectors and }t:.
) o

4
Moo

covariance matrices by the clustering algorithm.  Clustering may be used to

. identify natural spectral groupings of pixels in the training samples. These
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natural groupings, called “spectral classes,” are used as candidate training
classes. To be sure of the reliability in identifying the information class of each
cluster class obtained, all available reference data are used. This step is the

most important in ensuring that the classifier is correctly trained.

The final step is classification using a maximum likelihood classification
algorithm. The set of discriminant functions for the maximum likelibood
classification rule, usually specified in terms of mean vectors and covariance
matrices of classes, is derived from the statistical decision theory so as to
minimize the probability of making an erroneous classification. When the data
values of a pixel are substituted into all of the functions, the pixel is assigned
to the class which produces the largest value.

The initial likelihoods of the labelings for each pixel are provided by the
values of the discriminant functions of the classification algorithm. Each

probability is then updated by a rule of the form:

PO 1+ of )

pi(kﬂ)()\) = (2.1.1)
A RAUPSRIBESRTLDN)
AeA
where
G} = Vdy VAN PN (2.1.2)
jed N A

where k is the iteration of the relaxation process and *(\) denotes the kth
estimate of the neighborhood contribution. ) defines the neighborhood about

the current pixel being considered. The coeflicients dy; represent the possible

weighting constants (which satisfy N = 1) over the neighboring objects aj.
i

These coeflicients sure that ¢ is in the range [-1,1] and allow different
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neighbors in J to have different degrees of influence in the neighborhood
contribution. Indeed, if l’j(k)(k') is high, and 'Vij()")") IS very positive or very

. ’ . ., - -
negative, then the label A at a; makes a substantial positive or negative

contribution to q!¥)(\); whilc if l’j“‘)()\') is low, A" at a; makes relatively little
contribution to q{*)\) regardless of the value of ’7u()\.)\' ). Therefore, a very
positive or very negative contribution to q{k) contributes an increase or
decrease to PI(A) since PM(X) is obtained by multiplying P& by (1 + ¢¥),
whereas a sinall contribution to qi(k) contributes little change to l’i“‘H’. Here,

the denominator in Equation (2.1.1) guarantees that all the P's sum to L

Moreover, they remain nonnegative, since ¢{* is in the range [-1,1) provided

that 3 dy; =1, s0 1 + q{¥) is nonnegative.
i

- t .
AL

L
'

This rule is used to update the likelihood of each label on each object in

Yy

parallel, and is then iterated until no further changes occur. At this point, we
say that the final labelings reach a balance in consisteney between spectral and

spatial (or contextual) data sources of information.

2.1.2 Compatibility Coeflicients as Conditional Probabilities

The original iterative rule of Equation (2.1.1) uses a priori knowledge
embedded in the dij and 4, functions to disambiguate the initial likelihoods. In
the original design [3], the "Iij(>‘-'\") coellictents were regarded as representing
correlation functions. This association turns out to be in general inadequate.
The representation of conditional likelihoods seems to be appropriate. Such
conditional measures are in the form of “given X on a;, how compatible is this

with X on a,?". Now, we shall transform the updating rule of Equation (2.1.1)

into one involving  conditional  likelihoods.  The  range  of  values for -




compatibilities, [-1,1], must be scaled into [0,1]. The simplest transformation

is:

, W)+ 1
Py(A[X\) = l’-(—aL—— (2.1.3)

where Pijp‘l ') is to be read as the conditional probability that a; has label
given a; has \'. a is a sunitable constant. Substituting Equation (2.1.3) into

Equation (2.1.1) gives:

PRV + Vg Vlaly(M X)) = 1Py

] A

P+ =

CPHO{ L+ Sy aly M N) - 1PN )
) i N

PRI+ VdValPy3 2P - 1y
i

NP+ VAVl NP - 1
S LR

} N

PN dy Y aPy(h| N PN )

— J A
Y PEO A VaPy A AP
A j A

PR Sy PN

1j et
— J A

\_:p_l(k)()‘,{ L‘dijxpij('\i \ )Pj(k)()‘, )y
by ] Iy

PMNQMN)

= (2.1.4)
A AL PN OTLPY

— )
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This is an analogous form of the updating rule of Equation (2.1.1) with -;3::',*..
Y

\

compatibility coeflicients replaced by conditional likelihoods  which  satisfy

VR M= L
AeA

2.1.3 Problem

The problem we want to deal with here is how to incorporate information
from multiple ancillary data sources into the results of an existing classification
of remotely sensed data. Conventional elassifieation of cover types in remotely
sensed data, based only upon spectral information, might not be enough. In
many cases, there are other sources of practical data available which can be
used along with the spectral information to improve the classification. For
example, various tree species are known to exhibit growth patterns dependent
upon topographic position, as shown in Fig. 2.1.4, so that tree species or other
forest classifications could be improved by combining spectral data with
elevation, slope, and other topographically related information.  As shown in
Fig. 2.1.1, the current pixel with remotely sensed data [y, Xa X3, X, gathered
from four wavelength bands from visible and near infrared spectrum has other
ancillary data y,, ya, y3 obtained from information of clevation. slope and
aspeet.  The information from ancillary data sources is assumed to be available
in the form of a set of hkelihoods. The procedures proposed below are post-
classification techniques, in that the influence of the available ancillary data

can be imposed on an existing, spectrally determined, classification result.
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2.1.4 Approach: Supervised Relaxation Labeling

a2

Phlits

A method of supervised relaxation labeling [12.2] has been proposed for

¥ incorporating one source of ancillary information into a classification in a

-t

" I —_— . .
quantitative manner. This method was previously applied only to a two-class

{spruce-fir vs. others) problem. The supervised relaxation labeling can develop
consistency between spectral, spatial, and multiple ancillary data sources of
information for problems with multiple classes. The classification used for this
purpose was produced from nmltispectral Skylab imagery. For example,
distribution of the classes of tree species with respeet to the elevation in one
2 specific area is shown in Fig. 2,03 For simplicity, the area is assumed to be
labeled into three classes. Spruce Fir, Douglas & White Fir, and Ponderosa
Pine. But the method can be applied in a similar way to problems involving

more classes. In this area, there are also data describing the elevation, slope,

and aspect preferences of the various tree species, along with digitized terrain

v
PR

maps of clevation, slope, and aspeet. For the present study, elevation was

chosen as the most important ancillary data variable for improving

classification accuracy over an cxisting classification obtained from spectral

v
R

data alone. An elevation map of the area is shown in Fig. 2.1.2 [2] and the

TR

distributions of three classes {assume their labels are Xj, X, and \3) with

i

respect to elevation are shown in Fig. 2.1.3. Given the elevation of the current
pixel known from Fig 2.1.2. the probability of finding classes labeled Xy, X,
and Ay can be seen in Fig. 2.1.3. Let the likelihoods be x, ¥, and z. Then a set
of relative likelihoods (corresponding to each pixel in an image) for each of the

labels for the current pixel a; is as follows:
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Fig. 2.1.2. Digitized Terrain Map [2]
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These likelihoods have been derived from the ancillary data (i.e., elevation)
apart from the spectral data used in determining the Py(A)'s in Equation (2.1.1)
and Equation (2.1.4).

If there are multiple sources of ancillary data available, how can we
incorporate these multiple ancillary sources into the result of an existing
classification? Let us denote the set of likelihoods derived from the first
ancillary data source for pixel a; as &) = [¢(\), &' (\2), 61(A3)]T and that
derived  from the second ancillary data source for pixel a; as
&7 = [oN ) 62(Na), 63(X3)]T. Then the final set of relative strengths (that
deseribe the relative likelihood of the labels for the pixel a;) derived from these
two ancillary data sources is denoted as ¢, = [éi(kl),tbi()\g),g‘)i()\a)]T where @,

has the form of an elementwise product of two vectors ®! and @2
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éil(M)(’ig()‘l)
ol (Mo (M ) 8 (M8 ho) +6113pi2(X5) N
éi(}) 1 2 oS
o = lop| = &, (X2)07(Na) L RGN
[ A2 - . 2 A o R] ..:-:.‘i.:-‘
o(Ms) oA o, (>‘|)+0i'(/\2'¢i"(>‘2) +6;'(A3)07(As) RO
(,’J(X:‘)(:)i-( Xx) ; _;.’-;‘;.
S (MO )+ 0 (Na)of(xa) + 0] I3pi21 3 o

where
3
hl p—
Vi) =1
=1 .
The final set of relative strengths has been normalized to make the sum of all SRR

the terms equal 1. Of course, this approach can be generalized to deal with
problems with multiple-class, multiple-ancillary data sources. Therefore, the L

modified supervised relaxation procedure is adopted to incorporate the ¢;(X)'s RSO
and thus allows multiple sources of ancillary data to bias the outcome of the
set of likelihoods for each pixel in the image at cach iteration. Il the current
favored label on the pixel is also strongly supported by the aneillary data [as
expressed by o(X)]. then its likelihood is strengthened prior to moving to the
next iteration. Conversely, if the current favored label s not strongly

supported by the ancillary data, then its probability is weakened before

proceeding. From the form of &;, it is easy to realize the reason why an
elementwise produet rule is chosen to combine the sets of likelihoods derived
from multiple ancillary sources. Namely, any label (or class name) with a very ';"‘-";4:‘
small value of probability derived from ancillary data source will foree that
label to have only very limited effeets on the next estimate for the current pinel
a; even though other ancillary sources have evidenee to support this label. It

further prevents the additive accumulation of the small responses  from
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ancillary data sources due to some Inaccurate estimations. The strategy of
modified supervised relaxation labeling can be implemented quantitatively by

defining
pilh) = 1+ NN = Nl (2.1.6)

where

N is the total number of possible labels (e, classes)

8 is a weighting constant to be determined
Through the parameter 4. the present method allows the relative influence of
spectral and ancillary data sources to be varied. A large 3 reflects a high
degree of confidence in the accuracy of ancillary data sources. At the K+1 th

iteration, Equation (2.1.6) is used to modify the label weights according to

PN

PN =

_\;Pi(k+ ”(M'.'i(x)
At A

where the denominator is a normalizing factor. 10 .30 = 0, then (N) =1 and
l’i(k“’()\P :l'i(k“)()\), which means the ancillary data have no influence at
all.  If the ancillary data sources have provided no information {or no
preference for any label for the pixel a), then ¢(A) = N ! for AeA. This leads
to PEFNOOT = PFYUN) e the ancillary data sources have no influence on
the progress of the relaxation.

Substituting Equation (2 1.1) into Fguaton (2.0.7) it hecomes

R (h
piyt o IR

- (2.1.8)
M PMOQRIN
NeA

where
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QRN = QIFIN) = vyX) (2.1.9)

Yoo 4

Q-l(){)(k) is the original neighborhood contribution of Equation (2.1.5) augmented

;}
4
(3

Lo 8 )
N

by Equation (2.1.6).

(7
R
“

"l

LA

The modified supervised relaxation labeling starts with PIO(x). X ¢ A

where Pi‘o)(\) is the initial probability. In principle, these likelihoods are
available in the penultimate step of the maximum likelihood classification

obtained using spectral data only (i.c., just prior to the pixel being labeled

according to the largest of those likelihoods).

The required context conditional likelihoods Pij(k{ \')'s are computed from
the original classification. A more precise means for obtaining the
compatibilities would be to estimate them from some other source of data

known to be correct.

The final labeling achieved will represent a balance in consisteney between

the spectral information implicit in the initial likelihoods PO{x). AcA. ancillary

information embedded in the ¢;(A)'s, and spatial context data incorporated in

the set of I’ij()\l A )'s. w

2.2 Method of the Integration of I'mage Data from

Multiple Ancillary Data Sources
In Section 2.1.4, an elementwise product of two vectors &' and &2 which
are derived from two ancillary data sources for a pixel a; is used to produce the
final set of relative strengths. This section will provide a justification for using L;‘::_
the clementwise product of vectors to integrate ancillary information from

multiple sources.

IPCPAPIPCROPIP U WY, P R VR R U PR WALy




¢i(};), in Section 2.1.4, is actually the probability of finding class X; if the
elevation value at pixel a; is given. Indeed, ¢(X;) can be expressed as P()\j] x)
in which index 1 is omitted and x is the elevation value: That is, given the
elevation value x, the probability of finding elass X; is l’()\j| x). Similarly, given
another value y such as slope or aspect angle. another probability l’(xj‘ y) can
be found. Then, the multiplication of these two values, l‘()xj] x)[‘(kj] v). can be
expressed as follows, if it is assumed that P(x)P(y)=P(x,y) and
P(x| )\j)P(y} ) :P(x,y] \j):

P(x) P(y)

P(| 5 IPIN | ¥)

l’(‘-."' >\j)|)(>\j")(>\j)
P(x.y)

l)(Y.y,)\J)l)(kJ)
Pix,y)

P x.¥IP(N)

_ Py
B N

where, in the last step, P(\;) = -1-11— and N is the total number of classes. This

means that each class is assumed to be equally likely. After normalization as
in Section 2.1.4, the constant term, N, in the above equation will be eliminated.
Then, the probability of finding class A; given two ancillary data observations x
and y can be derived from the probability of finding class X; given x and the
probability of finding class A given y. If the independence assumptions are not

valid, the derivation in Equation {2.2.1) is not valid either. In this case,

P();] x.y) can be expressed as




I’(x.yl >\,')I’(>\,')

P(x,y)

l)(le ,\'..\') =

(2.2.2)

The joint distributions, l’(.\',yl Aj) must be estimated first through the training

samples, and then the probability, l’(Xj[ x,v}), can be calculated.

Given more than two independent ancillary data sources, the probability
of finding class Xj can be derived in exactly the same way as in Equation (2.2.1)
except that the constant term will be different. Again, the constant term will

be eliminated after normalization.

2.3 Convergence Property
Section 2.3.6 will discuss the convergence property of the supervised
relaxation operator. The preceding material will describe some theoretical
background. most closely following [13], step by step in order to reach the final

conclusion in the last Section 2.3.6.

2.3.1 Introduction
In a relaxation operator, there are:
(I) a set of objects;
(2) aset of labels for each object;
(3) a neighbor relation over the objects; and
(4) a constraint relation over labels at pairs of neighboring objects

We shall denote the objects by the variable i, ic A, which can take on integer
values between 1 and n (the number of objects), the set of labels attached to

node i by A;, and the individual label (clements of A} by the variable X.
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For simplicity, we assume that the number of labels at each node is m,

independent of i, so that the variable X takes on integer values from 1 to m.

Constraints are only defined over neighboring nodes. The constraints
allow for labels to express a preference or relative dislike for other labels at
neighboring nodes by use of weighted values representing relative preferences.
That is, the constraints are generalized to real-valued compatibility function
;N N') signifying the relative support for label A at objeet i that arises from
label N at object j. This support can be either positive or negative.
Generally, positive values indicate that labels form a locally consistent pair,
whereas a negative value indicates an implied inconsistency. When there is no

interaction between labels, or when i and j are not neighbors, ~;(3\\") is zero.

Having given the compatibility weights, continuous relaxation also uses
weights for label assignments. We denote the weight with which label X is

assigned to node i by Py(\), and will require that

0< P\ <1, alli\

m
VPN =1, alli =100
A=

The relaxation process iteratively updates the weighted label assignments to be
more consistent with neighboring labels, so that the weights designate a unique
label at each node. Some have defined consistency as the stopping points of a

standard relaxation labeling algorithm.




2.3.2 Consistency

An unambiguous labeling assignment is a mapping from the set of objects
into the set of all labels, so that cach object is associated with exactly one

label.

_ |1 if object i maps to label A
Pi(d) = 0 if object i does not map to X

Note that for each object i,

d

Y ED
A=1

The variables Py(1), . . . ,P(m) can be viewed as composing an m-vector l—’i,
and the concatenation of the vectors P,, P, . . ., P, can be viewed as forming
an assignment vector P¢ R"™. The space of unambiguous labelings is defined
by
K'={PcR"™ P=(P,,... P,
i_’i = (Pl(l), e ,Pl(m)) ¢ R™

P{A\) =0or1, alli, \;

P(A) =1 fori=1,.,n}.
1

w13

A

A weighted labeling assignment can be defined by replacing the condition
Pi(X) =0 or 1 by the condition 0 <P(X\) <1 for all i and X. The space of

weighted laleling assignments is defined by
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: K = {[—) € an: F = (ﬁl) LA 1[‘3n);

:-; P, = (P(1),...P{m)) ¢ R™;

x.

' 0 < Pi(\) < 1foralli )

VP =1 fori=1,.,n)

L =1

We note that K is simply the convex hull of K*. For example,

1-5 = (]'51, l‘32)

e 3 3
0 = Y Pyle)Py{1)-(E,,&) + 3 Pi(e)P22)(T,,8) + 30,&)
:_ ©=1 =1 e, :-i::
8 = PUIPy(1) *(7,.8) + P(20Py(1) * (€,8) + Py(3IPo1) " (5.8 R
+ Py(1)Py(2) *(€,,8) + P1(2)Py(2)  (82.T2) + Py(3)P(2) (23,8 f
S
+ P1)Py3)* (51,5) + Py(2IP2l3) - (E73) + Pi(3IPA(3)* (€3.7) o
panean] e +e@+e el ﬁ‘_
> = ||Py(2)Po( 1} ], 0 S
. Py3)Py(1) 0 e
. Py(1)P(2) 0
2 + [P 2P} (P +HP2) + P GBNPL(2) TN
* P (3)Ps(2) 0 'S";\
. Sl




d \..‘ ).:. .

i 26

: 4
: Y

‘.
»
N P (1)P5(3) 0 N
+ ||Pi(2)Po(3)] . 0

y P1(3)Py(3) (P +P(2)+P(3))Po(3)

. Py(1) Po(1)

_ = [Py2)| . |Po(2)
. Py(3) Py(3)

? We can generalize this as follows: let & denote the standard unit m-vector with

8 a 1 in the kth component. Then any labeling assignment P in K can be
- expressed by

- m m m
P=N NV 0N Pley)Poleg) - Prley (€0, - - - T ).

:: ;=1 e;=1 e,=1

" Since each nm-vector (€,....,%, ) is in K* the above sum can be interpreted

: as a convex combination of the clements of K*. Note that the sum over all of

3 the coeflicients is 1 i.e.,

. n m

» .\_: e _\_: I)l((‘l) o I,n((‘n) =1

e, =1 ep=1

Remember that no restrictions are placed on the magnitudes of the

Al

compatibilities, ’Yij(>">" )’s, and these will be represented by a matrix of real

numbers - the compatibility matrix.

Definition 2.3.1: Let a matrix of compatibility and a labeling assignment

(unambiguous or not) be given. We define the support for label X at object i

for the assignment P by

o
C2
o

. -
LIt I
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Lt . - T R N T T AT

. - Y LI Tatet N, - - - - ‘..-.'.\ - 0
3 o L o, - < g PR VAR PP YRR, W W VW VR VAL R N




_— n m
SiN) = SinPY = NN NN PN
i

J=1 M=

More generally, the support values S;(\) combine to give a support vector S

that is a function of P, i.e. § =S(P).

Definition 2.3.2 (Define consistency for unambiguous labelings):

L ——

Let PcK* be an unambiguous labeling. Suppose that X, . ...\, are the
labels which are assigned to objects 1..n by the labeling P. That is,
F:(Exl,ﬁh, ....&). The unambiguous labeling P is consistent (in K°)
providing.

Si(Ag: P) > SN P), 1<Xx<m

SN D) > SNP)L 1€ A <m

At a consistent unambiguous labeling, the support. av ecach objeet, for the
assigned label is the maximum support at that object. The condition for

consistency in K* can be restated as follows:

VPSP > Y vISOGP) i = Fen
A=l A=l

for all unambiguous labelings v ¢« K*.

Delinition 2.3 3 (Conststency for weighted labeling assignments):

Let PcK be a weighted labeling assignment. The P is consistent (in K)

providing

¥

R PCL PG SRR
e A e
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m — m —
VPSP > N vINSAP), i =10
A=l A=}

for all labelings Ve K.

Definition 2.3.4 (Strictly consistent):

Let Pe K. Then P is strictly consistent providing

m — m _
YV POSINP) > Y viS(nP), i =1,
A=1 o=1

for all labeling assignments Ve K, v /I’

Theorem 2.3.1: A labeling P¢K is consistent if and only if PcK:

E "nj()\,)\' )PJ(X' )[Vl(k"Pl(X)] S 0 for all v K.
1,2\

Proof: See [13].

Average local consisteney is defined as:

A(P) = V) VI PONSIN
i=1 )

The individual components S(\) depend on P which varies during the
relaxation process, whereas consistency  occurs  when NV vi(N)S;(NP) s
maximized by ¥=P. That is the S(\) should be fixed during the

maximization.

Remember that the labeling space K is the convex hull of the

A &, R
v, 8 ‘el i

unambiguous labeling assignment space K*.

PP
L
M)
»

I

v s

-,




BB T TN T - "e e e 8 W & e - - -

(]

- . W
]
s

e

o’
-

LAAYS AR Y S,

e THERTa"e"a"s s v CER .

ToEm A% % N T

Padi N A uhie i arnn di < i B Al . et

-

\:b

7,

LI

i >
2 '&

[T,

[ 8

]
X

\r‘

"»

’

L4

L4

o

2.3.3 Geometrical Structure of Assignment Space
A simple example: there are two objeets with three possible labels for cach

object. A labeling assignment consists of six nonnegative numbers:

P = (P, P;) = (P,(1),P(2),P(3); Po{1),P5(2).P4(3)) satisfying

3
V) =1 fori =12
=1

The locus of possible subvectors P, in R is shown in Fig. 2.3.1. The veetor
P =(P,Ps) can be regarded as two points, each lying in a copy of the
likelihood space shown in Fig. 2.3.1. Thus K can be identified with the set of
all pairs of points in two copies of the triangular space. This can be
generalized to the case with n objects each with m labels. Then K is more
complicated. A weighted labeling assignment is a point in the assignment
space K, and K is in turn the convex hull of the set of unambignous labeling
assignments K*. An unambiguous assignment is composed of points which lie
at vertices of their respective surfaces,

The tangent space is a surface which when placed ai the given point lies
“tangent™ to the entire surface. If I’ is a labeling assignment in K, and ¥ is
any other assignment in K, the difference veetor d =v-1 is shown in Fig.
2.3.2. As ¥V roams aronnd K. the set of all possible tangent directions at P is

swept out. The set of all tangent vectors at I is therefore given by
Tp = {d:d =a(v-P), VK, a>0}
Any tangent vector is composed of n subvectors so that d=(d,. ....d,) and

VT A = N asv A= PN = as(1=1) =0,
A=l A=

SeTe e e T e e
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The set of tangent vectors at the interior point P consists of an entire
subspace, which is given by

Tp = 4{d = (d}, ... .d,}: d; ¢ R™, lmj d(r) =0}
x=1

(P interior to K)
Observe that T and K are parallel flat surfaces.

When P lies on a boundary of K, the tangent set is a proper subset of the

above space T where P, is any interior point. That is, when the assignment

P has some zero components, the set of vectors of the form a*(v-P) is
restricted to

Tp={d=(d,....4,) deR™ 3 d) =0,
A=1

and di(A) > 0 if P(\) = 0}

2.3.4 Maximizing Average Local Consistency

From Theorem 2.3.1, maximizing A(P) corresponds to finding a consistent
labeling. The increase in A(P) due to a small step of length a in the direction

U is approximately the directional derivative:

A(P + ail)~ A(P) ~ :T AP + ta@l) = grad A(P)-ad
t=0

where ||ul| =1. The greatest increase in A(P) can be expeeted if a step is taken
in the tangent direction u which maximizes the directional derivative.
However, if the directional derivative is negative or zero for all nonzero tangent

directions, then A(P) is a local maximum and no step should be taken. To find

.........




1
4
A
j

GO S Sl A Al el g g eug

AL e S b 8 Bl TR S e s hom Sie i e o a e o

33

SAXS0 oo

a direction of steepest ascent. grad A(P)11 should be maximized among the set
of tangent vectors. However, it suflices to consider only those tangent vectors
with Euelidean norm Hﬂl =1 together with U =0.

Thus the direction of steepest ascent can be found by solving the
following.

Problem I:  Find Te TpMB(0) such that d-q>vq for all ¥¢TEMNB,(0),
where q = ‘—l) grad A(P). Here B{0) = {¥ ¢ R"™:||¥] <1}

When the maximum u°q =0, we will agree that 7 =0 is the best solution to

problem 1. Conceptually, starting at an initial labeling P, we compute
q= % grad A(P). and solve problem 1. If the resulting @ is nonzero, we take a

small step in the direction u, and repeat the process. The algorithm terminates
when u =0.
When P is the interior of the assignment space K, solving problem 1

corresponds to projecting q onto the tangent space Tp, and then normalizing.

Lemma 1 If P lies in the interior of K, then the following algorithm solves

m
(1) et (= n" Vogle) i =1

ex |
(2)  set W) = q M) -Coallag) N
(3] set udA) = WiA)/|[ W], all i X

, 12
Here, H\‘\” = _\_: \\'ilk)g
Y
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Proof:

Since ||1‘1]| =1 and

m m m
Vouh) = V(g =CAF =Y g -me]/||#] =0 for alli
A=l A=1 r=1

from the definition of tangent space, it is obvious that
To observe that W is the projection of g onto Ty, we need to prove that
(@-w)+v=0for all ve Tp.

VIV (GMWA) i A =N M =0 since Ve Tp

_Jl_J:
i 1 A

Thus Vg=v'w for all VTp. Since Ue Ti‘

TG = W= ——-w =W > |7

I

”‘—” < 1). Since H({H H(‘” > Wi, so we have

| for any V<TpMB0) (note  that

{

e

icq>ueq for all Ve T MB,y(0)

That is, U solves problem 1.

Combining these results, we obtain the following algorithm for finding a local

maximum of A(P).
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Algorithm 2.3.1:

Initialize:
(1) Start with an initial labeling assignment P°¢K. Set k =0. Loop

until a stop is executed:
. . k1 >k
{2) Computeq = 9 grad A(P").

(3)  Use the algorithin in Lemma I, with P =P¥, ?i:?]k, to find the
solution T to problem [.

(4) If T =0 stop.

(5} Set P+l =pP* + ki*, where 0<h<a, is determined so that
P**'¢ K. The maximum step size a; is some predetermined small
value, and may decrease as k increases to facilitate convergence.

(6) Replace k by k + 1.

End loop.

In summary, successive iterates are obtained by moving a small step in the
direction of the projection of the gradient ¢ onto the convex set of tangent
directions T, The algorithm stops when this projection is zero. We now have
a method for finding consistent labelings, given an initial labeling assignment.

Reeall the variational inequality for consisteney from Theorem 2.3.1:

VIV NP N =P < 0 for all FoK

BERS

or, more generally,
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Hereafter, we define the components of g by

A = N '7;5()\,)\' )Pj()") )
IRy

that is, we have set = §(l—’).

Qbservation 2.3.1: With G defined as above, the variational inequality is

equivalent to the statement

G-t <0 forallt ¢ Tp.

That is, a labeling P is consistent if and only if § points away from all
tangent directions.

Proof: We have §=S, and any tangent vector t at P can be written as a
positive scalar multiple of v—DP, where veK. The observation follows
immediately.

Therefore, if at a labeling PP, the associated vector q points in the same
direction as some tangent vector, then I is not consistent. So P should be
moved in the direction of that tangent vector. The process may be repeated
until § evaluated at the current assignment points away from all tangent
directions. Then P will be a consistent labeling. Note that § varies as P
moves, but that generally § will change smoothly and gradually.

If §+U> 0 for some tangent direction 1, then the current assignment P s
not consistent, and should be updated. 1t makes sense to move P i the

direction u that maximizes +ii. Therefore the relaxation labeling algorithm is

given by the following.
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Algorithm 2.3.2: Replace step 2 in Algorithm 2.3.1 with:

(2') Compute q= §(I—;). That is:

Gix) = N NN ) PN
N

All other steps remain the same.

Proposition 2.3.3: Suppose P is a stopping point of Algorithm 2.3.2. Then Pis

consistent.

Proof: A point P is a stopping point of Algorithm 2.3.2 if and only if ¥=0
solves problem 1. If @ =0, then V.q<ia-G=0:3=0 for all tangent vectors
veTp. On the other hand, if t*3<0 for all t¢Tp, then T =0 maximizes T*q
for iifTFﬂB,(O). According to Observation 2.3.1, t-G<0 for all te Tp is
equivalent to the variational inequality, which is in turn equivalent to P being

consistent (Theorem 2.3.1).

At this point, we have presented the relaxation labeling algorithm in such

a way that the stopping points of the algorithm are consistent labelings.

Recall that a labeling is strictly consistent if

VPS> VS, 0 = L
A S

whenever v /P, veK. As a result, the variational inequality can be replaced

by the statement

Y NP v - Pi(N) < 0
PERY
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foralv (K, v/D

for a strictly consistent labeling. In particular, G+ < 0 for all nonzero tangent
directions T at a strictly consistent labeling P. We claim that P K* (i.c., that
P is an unambiguous labeling). Suppose, for contradiction, that 0 <P (A)) < |
for some (i, A,). Then for some other AL O<P (M) <. We consider two
tangent directions,

0 L/,
WGiN = Yo 01,.-1,..0), =i,

and U, = - u; .

That is, U, has a 1 in the (i,,\,) position and a =1 in the (i,A,) position, and i,
is the other way around. These are valid tangent directions according to the
formulation of Tg. However, ey =—q -y, so they cannot both be negative,
Hence, we have shown that a strictly consistent labeling P must be
unambiguous. Thus if @ points away from the surface K at a vertex (i.e.. an
unambiguous consistent labeling), then @ will point generally toward the vertex
at nearby assignments in K. Accordingly. if P is near the unambiguous

consistent labeling, moving P in a tangent direction @ that points in the same

direction as q, should cause P to converge to the vertex.

2.3.5 Relaxation Operator
Algorithin 2.3.2 updates weighted labeling assignments by computing an

intermediate veetor , where

G(A) = 2 N (WP
i N

and then updating P in the direction defined by the projection of g onto Tp.
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As we shall show, the original updating formula (1] has the intermediate vector

q defined by

PP N S A |

([l(X) = S (l'u' 1: ’le(x,k' ) P](X’ )

i by
In Algorithm 2.3.2, we set q;(x) =S;{A). Here the support vector S is a function

S(P), where S{)\) is computed from a nonlinear function of current assignment

AR M RCRP

values in P. Presumably, S;(\) depends on the components of ﬁj for objects j
near object i, and is relatively independent of the values of Fj for objects
distant from i. Therefore, the different objeet j near objeet 1 is given an
influence on the support function (;(2) which depends on the value of weighting
constant d;; and has no influence on qi(3) at all if d;; is zero.

The principle difference lies in the manner in which 7 is projected onto a
tangent vector. In Algorithm 2.3.2, the tangent direction was obtained by
maximizing @ *q among ¢ T M By(0).

One of the standard relaxation formulas was suggested by Rosenfeld et al.
. [3] and is given by
PO+ gM)]

PN = —
Y Pe)l1 + qfe)]

e=1

(It is assumed, when using this formula, that the 'nj()\,)\' ) values are sufficiently

} small so that one can be sure that |q-,()x)| < 1.) There is another similar
formula, actually derived from this one by transforming compatibility
coefficient 4;(\,\" ) to conditional probability Pij(kl A'). Therefore the proof of

~ convergence for one is automatically valid for the other.
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To consider the behavior of this standard formula, first assume that P s RIRREN
near the center of the assignment space, so that very approximately
PN ~1/m for all i, \. The updating can then be regarded as consisting of

two steps. First, the vector P is changed into an intermediate I°, where
PN = P01+ g\)] = P\ + q\)/m.

Next, P is normalized using a scalar constant for each object Pi. When 17 is
near the center of K, this rescaling process shifts P in a direction essentially
perpendicular to K. That is, P’ is reset to approximately the projection of P

onto K. Denoting the orthogonal projection operator by O, we have
P =P ~0(P)~0O(P + g/m)

by virtue of the continuity of O,. Further, assuming that P is in the interior

of K, and q is sufficiently small, then
= _ = 1 —
O(P + §/m) =P + o 0+1(3)

where Or is the orthogonal projection onto the linear subspace Tp. However,

the solution @ to problem 1 is obtained by normalizing O1(q). Combining, we - ”
have that 4 e

P~ + au

for some scalar a. Thus, P is reset to a vector which is approximately the
updated vector that one would obtain by Algorithm 2.3.2.
When P is close to an edge or corner, the situation is somewhat more

complicated. The first step in standard updating (i.e.,

Pi(k)ZPi(X)[l+qi()\)]=Pi()\)+l‘i(>\)qi(k)) can be viewed as an initial

operation changing q, since the components of q corresponding to small

......................................................................
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components of P have minimal effect (i.e., the motions in directions
perpendicular to the nearby edges are scaled down). The normalization step is
the same as before. Therelore, the formula results in attenuation of motion
perpendicular to an edge. Further, a zero component can never become

nonzero even if the evidence supports the value.

2.3.6 Supervised Relaxation Operator

Now we are prepared to establish the convergence property of the

supervised relaxation operator.

The original relaxation operator [3] indicates that Py(\) is updated by
Pi(M{1 + qi(7\)] in which q()\) is the ncighborhood function. Actually,
PN [1 + q(N)]) =Py A) + Py(M)qi{)). These m likelihoods, Py(\), A =1,...,m,
form a m-vector, f—’i, for the current object i. Similarly, Pi(X\)q;(\), A =1,...,m,
form another m-vector, P,q. The formula, P\)g(\}, implies that the
neighborhood contribution to the class A at current object i should remain
relatively unchanged if the class A at current object i has likelihood close to 1;
otherwise it should decrease. The likelihood space of P; and the vector Pyq; are
shown in Fig. 2.3.3, in which Pq; influences the movement direction of P.
After normalization, the summation of the components in the newly updated

vector F; is equal to 1. That means the vector P; + Pq; is rescaled to make

—_1
the new veetor Py still in the likelihood space.

In the supervised relaxation algorithm, before ¢, defined later, influences
the movement direction of i_’i, the P;(2) is influenced by Q;(N\) using the formula
PiNQiN) in which Q(\) is also a neighborhood contribution but the

compatability coeflicient +;(A\X") is expressed in terms of the conditional
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Fig. 2.3.3. Likelihood Space of Relaxation Operator




. probability Pij()\l A'). This can be seen in Section 2.1. Q;(X\), X =1,....m, forms
l" a m-vector (—)i. For the supervised relaxation operator, the vector l—),' is then
7 modified based on the probability derived from ancillary data sources using the
i formula Pi+()\)=l’;()\)wi()‘). Again, ¥(X), X=1,..m, forms a m-vector ;/_’i-
The vector y,; for every object i, i =1...n, is fixed and doesn’t change its
component values while the supervised relaxation algorithm proceeds. But the
vector 1Zi at an object i and 1?,- at an object j are likely to be different. That is,
every object i has different vector Ei. These three vectors, l_’-,,(T),-,, and Ei, are
shown in Fig. 2.3.4 in which vectors Q; and ¥; compete with each other to
influence the movement direction of .. Of course, P, has its preference to one

of labels assigned to object 1 through the initial likelihoods P19 For example,
if ¢, and Q, don’t have enough influence to force l—‘i move away from the vectex
(1,0,0), in which X is favored by f’_i—(o), shown in Fig. 2.3 4, the final labeling of
l_’i will move toward and stay at this vertex (1,0,0); otherwise it will move to
one of the other two vertices. From theorem 9.1 in [13], P; will reach an

unambiguous labeling assignment (i.c.. moves to one of the three vertices) if P,

approaches sutliciently close to any one of these three vertices.

2

! 2.4 Simulation and Experimental Resalts

) The supervised relaxation algorithm was programmed and applied to the
L analysis of a set of Landsat multispectral data. The data were colleeted by the
!' satellite over the San Juan Mountains in SW Colorado [1]. The objective of

the analysis was to diseriminate among the ground cover elasses suceh as “oak™,

“

“ponderosa pine”, “aspen”, Upasture”, “douglas and  white fir?, “snow”,
“water”, and “other”, where the [ast category was simply a catchall. FEach

class was actually decomposed in the analysis process of clustering and merging
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into a union of subclasses, each having a data distribution describable as

approximately multivariate normal.

2.4.1 Results from the Maximum Likelihood Classification Algorithm

To provide a baseline for comparison, the data fiom the first and the
second channels, which were in the range of visible wavelengths, were first
analyzed using the maximum likelihood classification algorithm. The a priorni
likelihoods of the classes were approximated as being equal, and 2122 test
samples, independent of the training samples, were used to evaluate the results.
Due to different numbers of test samples in each class being nsed in the
evaluation of the algorithm performance, the measure  called average
performance by class is used to avoid any bias toward any class which has the
largest number of test samples. As shown in Table 2.4.1, the average

performance by class of this conventional maximum likelihood classifier was

38.5 percent correct.

2.4.2 Results from the Relaxation Operator

To implement the relaxation analysis, the most formidable job is
estimating both the initial likelihoods PO(\), xeA and the conditional
likelihoods P;(A{A*). The initial likelihoods are available in the penultimate
step of the maximum likelihood classification using 2-channel spectral data only
(i.e., just prior to the pixel being labeled according to the largest of these
likelihoods).  The required context conditional likelihoods l’-‘j(kl)\') were
estimated from the final classification results produced from the maximum

likelihood classification algorithm by counting joint and individual occurrences

-
-
-

of the classes. However, rather than computing four different sets of these
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ASPEN
PPINE
DWF
PASTU
OAK

..........

SAMP.

16

ASPEN  PPINE  DWFEF  PASTU

132 36 32
388 98 75
195 611 100

31 16 13

o O o o

-1

0 1

Ave. Performance by Class = 38.5

AA Y,

17 ":'v":':ﬁ’f:‘t‘r. s

Table 2.4.1. Test Results for Classification of the Vallecito Quadrangle
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corresponding to each different neighbor type (left, right, above, and below), a
single set was calculated by counting joint occurrences in both directions both

vertically and horizontally.

The same test samples were used to evaluate the rosults. The results of
this relaxation operator at iteration number 5, 10, and 20 are shown in Table
2.4.2. The final result was shghtly better than the naximum likelihood

classification. The average performance by class was 10.3 percent correct.

2.4.3 Results from the Supervised Relaxation Operator with One Ancillary

Information Source

Due to the nonavatlability of multiple ancillary information sources and
the desire to demonstrate the feasibility of the algorithm, channel 3 data was
used as ancillary data in the experiment. The supervised relaxation operator is
now shown, by example, to be a useful tool for incorporating information from
one ancillary data source, channel 3 data, into an existing classification
produced from the maximum likelihood algorithm using 2-channel spectral
data.  Channel 3 is an infrared speetral band.  The mean and standard
deviation of each class having a data distribution describable as approximately
normal were estimated for channel 3 using clustering and merge-statistics
algorithm. From these data, sets of ¢,()\) for each pixel in the image were
generated and incorporated in the supervised relaxation algorithm. The same
initial  likelihoods and  conditional  likelihoods were again used. Several
relavation tests were performed using differing degrees of supervision, i.e.,
various weighting constants given to the influctice of the ancillary data via the

parameter J. The value of 3 which produced the best results was chosen.
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Table 2.4.2. Test Results of Relaxation Operator at Iteration Number 5, 10.
and 20

SAMP. ASPEN PPINE  DWF  PASTU  OAK  OTHERS

324 207 41
661 525 93
996 150 779
120 45 18

18 10 0

Ave. Performance by Class = 38.6

(a) Results at Iteration 5

SAMP.  ASPEN  PPINE - DWIE  PASTU  OAK OTHERS

324 220 41 0 : 59
664 540 90 23 1
996 149 794 31 19
120 45 20 43 12

18 11 0 1 6

Ave. Performance By Class = 39.4

(b) Results at Iteration 10

SAMP. ASPEN PPINIE DWF  PASTU OAK OTHERS

324 0 234 41 0 49
664 0 554 87 21 0
996 0 146 810 28 12
120 0 46 20 44 10

18 0 11 0 1 6

Ave. Performance By Class = 40.3

(¢) Results at Heration 20
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Again the same test samples were used to evaluate the results.  As shown in
Table 2.4.3, the average performance by class was better than the ordinary
relaxation analysis. The final result is 64.1 percent correct. In addition, a
closer Jook at the class-by-class results reveals that the performance for each
class was better than those attained using the relaxation operator without

ancillary information.

244 Results from the Supervised Relaxation Operator with Two Ancillary

Information Sources

In this section, the supervised relaxation algorithm is shown to be an
effective technique for incorporating information from two ancillary data
sources, channel 3 data and elevation data, into an existing classification to see
any improvement in classification accuracy over that obtzined with only one
ancillary source. Figure 2.1.4 shows the distribution of tree species as a
function of elevation for an area northeast of the Vallecito Reservoir in the
Colorado Rockies. Fig. 2.1.2 shows a digitized terrain map for the area covered
by the multispectral scanner data described earlier. From these data, the
second set of ¢,(\) for each pixel in the image was gererated and used along
with those generated from the first set of ¢(N\) in the supervised relaxation
algorithm. The same initial likelihoods, conditional likelihoods, and test
samples were used. The weight constant producing the best results was chosen.
As shown in Table 2.4.4, the average performance by class using two ancillary
data sources of information gave the best result, 80.8 percent accuracy. The
results from the maximum likelihood algorithm, the relaxation algorithm and
the supervised relaxation algorithm are compared and drawn in Fig. 2.4.1.

From this figure, it is clear that the more information we use, the more

I P D O




Table 2.4.3. Test Results of the Supervised Relaxation Algorithm with One
Ancillary Information Source at Iteration Number 5, 10, and 20

SAMP. ASPEN PPINE DWF PASTU OAK OTHERS

ASPEN 324 29 205 39 l 20 30
PPINE 664 0 568 58 20 16 2
DWF 996 3 114 865 1 0 13
PASTU 120 0 24 3 83 7 3
OAK 18 0 3 0 2 11 2

Ave. Performance By Class = 62.3

(a) Results at Iteration 5

SAMP. ASPEN PPINE DWF PASTU OAK OTHERS

ASPEN 324 29 222 41 1 5 26
PPINE 664 0 579 54 18 11 2
DWF 996 0 98 890 0 0 8
PASTU 120 0 23 3 86 8 0
OAK 18 0 3 0 2 11 2

Ave. Performance By Class = 63.7

(b) Results at Iteration 10

SAMP. ASPEN PPINE DWF PASTU OAK OTHERS

ASPEN 324 29 224 45 1 2 23
PPINE 664 0 586 52 18 8 0
DWF 996 0 95 893 0 0 8
PASTU 120 0 23 3 87 7 0
OAK 18 0 3 0 2 11 2

Ave. Performance By Class = 64.1

{c¢) Results at lteration 20
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ASPEN
PPINE
DWF
PASTU
OAK

ASPEN
PPINE
DWF
PASTU
OAK

ASPEN
PPINE
DWF
PASTU
OAK

SAMP.

324
664
996
120

18

SAMP.

324
664
996
120

18

SAMP.

324
66-1
996
120

18

Table 2.4.4. Test Results of the Supervised Relaxation Algorithm with Two
Ancillary Information Sources at Iteration Number 5, 10, and 20

ASPEN PPINE DWF

276 11 22
0 462 73
44 52 849
0 19 3

0 4 0

PASTU OAK OTHERS

0 0 15
8 19 2
0 0 1
87 11 0
2 11 1

Ave. Performance By Class = 78.8

(a) Results at Iteration 5

ASPEN  PPINE DWF

202 6 18
0 567 77
11 45 909
0 19 3

0 4 0

PASTU OAK OTHERS

0 0 0
8 12 0
0 0 1
87 11 0
2 11 1

Ave. Performance By Class = 80.1

(b) Results at lteration 10

ASPEN  PPINE  DWF
206 6 18
0 H68 7
35 42 918
0 18 3
0 4 0

PASTU OAK  OTHERS
0 0 4
R 10 0
0 0 |
87 12 0
2 11 1

Ave. Performance By Class = 80.5

(¢} Results at {teration 20
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Fig. 2.4.1 Results from Several Different Algorithms
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accuracy in classification can be achieved. The probabilistic relaxation
methods provides an effective approach for integrating information from diverse

sources of image data.

For the present study, there is no specific way to determine the value of
weighting constant 7 in [Equation (2.1.6). In any specific image to be classified,
the significance of the ancillary data will depend on its relevance and accuracy.
Consequently, the optimum degree of supervision must be estimated using

training data just as training data are used in establishing classifier parameters.

The algorithm is terminated after the fixed points have been reached. that
is, when the likelihoods assigned to each class at every pixel do not change
when the algorithm moves from current iteration to next iteration. For the
current study, after 20 iterations the algorithm had reached the fixed points.
The final labeling represents a balance in consistency between spectral
information in the initial likelihoods Pi(o)(A), spatial context data incorporated

in Pij()‘l A"}, and ancillary information embedded in the y(\).

B
PR

2.5 Summary and Conclusions

A Y L

The relaxation operator has been adopted as a mechanism for

.

incorporating contextual information into an existing classification result.
Based on the formula derived in lquation (2.1.4), the supervised relaxation
operator carriers on further and incorporates information from multiple
ancillary data sources into the results of an existing classifieation, i.e., to
integrate information from the various sources, reaching a balance in

consistency between spectral, spatial, and ancillary data sources of information.
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In Section 2.1, the supervised relaxation algorithm was derived from the

standard relaxation formula to incorporate ancillary information by adjusting
the neighborhood contribution to contain the influences from hoth local context
and ancillary information. This means that the moving direetion of the initial
likelihoods is influenced now by both locat context and ancillary information as
shown in Fig. 2.3.4. The proof that Algorithm 2.3.2 stops at consistent
labelings can be used for the supervised relaxation algorithm by generalizing
the support (or neighborhood function) not only from local contextual
information but also from any other information, which is useful to improve
the classification accuracy, such as ancillary information described in Section
2.4. Thus, the final labeling resuits from convergence of evidence, reaching
consistent labelings, i.e., integrates information from the various sources,
achieving a ground cover classification which is both accurate and consistent in

the face of inconsistencies which may exist among the data components.

Section 2.4 showed experimental results of the supervised relaxation
algorithm. With the contextual information incorporated in the relaxation
algorithm. the performance was slightly better than that obtained from the
maximum likelthood classifier. By incorporating one ancillary information
source, channel 3 data, using supervised relaxation algorithm, the performance
was much better than previously obtained. For the arca classified, there were
data available describing the elevation preferences of the varions tree species,
along with a digitized elevation map. By incorporating both elevation data and

channel 3 data in the supervised relaxation algorithm, significantly better

e T e e T
< .

. K} IR R R
Tal e te e Tt e e Cate T et L
R '\

N Tt L SN
e T e e e L e - : W -
A ST R AT A SR VL L r L F AR R VRV VAL A VIRV RO

TN
Santad

e
Latala




A

55

a £
. e Y0 LS

.

performance was obtained. These results demonstrate that the supervised

relaxation algorithm is a uscful technique for incorporating both contextual

.

information and multiple ancillary information  sources into an  existing

classification.

v s
-

.

It will often be the case that one has only a classification map to work

e
)

with rather than sets of likelihoods generated by a classification algorithm.

Under this circumstance, arbitrary ‘“probability” values consistent with the

Y

classification can be assigned to classes at every object as the initial likelihoods.

< Of course, the label for a particular objeet indicated by the classifier as most
likely must be assigned the largest probability value. But for the present
study, the initial likelihoods, l’-l(o)(k), X €A, were available in the penultimate
: step of the maximum likelihood classification using spectral data only.

Therefore, classification results with higher accuracy may be expected since

pixels or objects with only marginal likelihoods from the maximum likelihood

A I

classifier may have their classes or labels changed eariy in the process rather

[ l, '.l

than having them fixed erroneously as a result of the initial likelihoods

S
e

IR

assigned. As seen from the classification results, the distributions of various

N
al

classes tend to be more homogeneous than that before relaxation. This is the

characteristic of the relaxation operator showing that the spatial context
B information has been used. IR
At the moment, there is no speeific way to determine the value of

weighting constant 4, in Equation (2.1.6), through which the supervised

> e s 4
D

relaxation algorithm allows the relative influence of spectral and ancillary data

IO
CA A

sources to be varied. In any particular image to be classified, the significance

4

)

of the ancillary data will depend on both its relevance and accuracy.

Consequently, the optimum degree of supervision, i.e., weighting to be given to
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the influence of the ancillary data via the parameter 3, must be estimated :Zf'_;.':‘_:'.:'
‘-'.-‘.:"
using training data just as training data are used in establishing classifier P!

parameters. Obviously, this involves additional analysis cost.

The contributions from the four nearest neighbors have been used in the
supervised relaxation algorithm for the present study to incorporate the
contextual information into an existing classification. For the simulation
presented in Section 2.4, equal weighting constants, d;;, have been assigned to
the four nearest neighbors; i.e., these four neighboring pixels have equal degree
of influence in the neighborhood contribution. If the weighting constant, d;;,
can be dynamically adjusted to allow different neighbors to have different
degrees of influence on the current pixel classification, the classification
accuracy expected may be better than that with fixed weighting constants.
Clearly. there is a tradeoff between the better classification accuracy and the

cost involved in dynamically adjusting weighting constants.

In the integration of multiple ancillary data sources, the elementwise

product of sets of likelihoods derived from distinctive ancillary data sources is

used. This means that cach distinctive ancillary data source is given equal
degree of confidence. In a more complicated case such as one ancillary data
source being more reliable than the other, it inay be desirable to assign two

different weighting constants to the different data sources.

To use the supervised relaxation as a post classification technique. the set
of context conditional likelithoods |‘ij()\| ) must be determined. The required
context conditional likelihoods, Pijp‘l A ). can be estimated from the results of
the maximum likelihood classifier if no other spatial model known to be correct

for the image under consideration is available. Obviously the results will suffer

some inaccuracy because the conditional likelihoods are estimated from the

R . R

RN U T I A SR
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results which are not perfectly correct. For the simulation results presented
here, the contextual conditional likelihoods were estimated from another source £ RS
of data known to be correct. When the number of possible classes involved is
large, the number of Pijp‘l X') values is also large. Based on the work in {20],

it is suggested that highly accurate compatibilities are not required. Therefore,

reasonable values can be estimated from the results of the maximum likelihood

classifier or from some forcknowledge of the spatial characteristics of the image TS

data if the initial likelihoods in the penultimate step of the classification

algorithm are not available.
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CHAPTER 3 - PARALLEL PROCESSING

This chapter will describe how an optimal system configuration can be
determined based on the performanee criterian and parallel  architecture
described ir this chapter. An SIMD (Single-Instruction-stream, Multiple-Data-
stream) machine, as shown in Fig. 3.1, consists of a control unit, N processors,
N memory modules, and an interconnection network. A processor and a
memory module forms a processing element (PE). The control unit broadcasts
instructions to all active PEs and all active PIs execute the same instruction,
in lock-step, on the data in their own memories. The interconnection network
provides a communication facility for the PLs.  An MIMD (Multiple-
Instruction-stream, Multiple-Data-stream) machine, as shown in Fig. 3.2,
consists of a coordinator, N PEs, and an interconnection network. LEvery PE
fetches instructions from its own memory and executes them on the data in its
own memory. Every PE executes the instructions independently and
asynchronously. The interconnection network provides a  communieation

medium for the PEs. The coordinator orchestrates the activities of the PEs.

Secticn 3.1 will present the application of S-Nets [14,15] to describing an
SIMD and pipeline implementation of maximum likelihood classification, and
several perforinance measures to evaluate the inherent parallelism in this
algorithm will be discussed in this section. In Section 3.2, for the algorithm in

block €' shown in Fig. 3.2.1 the algorithm excention times based on the
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counting of explicit and implicit operations in both SIMIy and MIMD mode of
parallelism will be compared and discussed. In Section 3.3, several performance
measures different from those in Section 3.1 for SIMD will be discussed. Most

important is the determination of the optimal number of processing elements

for a given image size by considering the tradeoff between the cost of execution
time and processing elements. Seetion 3.4 will describe how two multistage
networks [16,17,18,19], cube network and ADM network, can be configured to

support simultaneously both MIMD and SIMD modes of parallelism.

3.1 Modeling Image Classification by Means of S-Nets
Synchronous Nets [14,15], hereafter S-Nets, are an extension of Petri nets
and were developed especially for the description of SIMD processes.  This

section presents the application of S-Nets to describieg maximum likelihood

classification, which is commonly used for classifying remote sensing image

data. This application is fairly typical of image processing operations which :_".::‘ﬂ--.

are nol window-type operations, i.c., they depend on the data at a single pixel e

rather than a neighborhood. In general, the higher the dimensionality of the

remote sensing (multispectral) data and the more classes represented in the

image, the greater the potential benefits to be derived from SIMD
implementation of the process. This section begins with an introductory

overview of S-Nets.
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3.1.1 S-Net Structure: Overview [14]

S-Nets are defined in terms of sets. The elements of a set are designated
within { }. The notion of tuples is denoted by < >; a tuple consists of
ordered components. An S-Net graph is a quadruple (T.S.U,A). with an initial

marking Ko and a set of transition deseriptors D, where:

T = A finite set of transitions {t;,ts . .. . ty|}:
S = A finite set of scalar places {s;.50, . . ., 8|5] 4
U = A finite set of vector mask places

LSV M, >, <VaMy> <V yp My > -

A = A finite set of directed ares {a;,20,.-,3| A| 1.

Additional symbols utilized in constructing S-Net graphs are shown in Table

3.1.1.

A marking associates a non-negative integer with cach scalar place - K(s)
for each s € S; and two vectors of non-negative integers with each vector-mask
place, one of these vectors being a boolean vector K(V;), for each V;, and K(M;)
for each M. An initial marking K is defined as the first marking of the S-Net.
The set of possible mask markings for any M, is W(M;). The marking
<1,1,0,0,0> of M; shall be denoted as <12,0>. In S-Net graphs, markings
are indicated by the presence of tokens. Dots in any place represent tokens.
The symbol 1 shows the presence of a token in a mask. An assignment of
tokens to a vector place V; may leave some of the component places marked

with tokens and others empty. The dynamic behavior of S-Nets is described as

follows.
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Table 3.1.1. Symbols Used in S-Net Grapbs

"
+
”
| transition, t;
O scalar place, s;
> ! vector-mask
-
> : : place, <V M;>
‘ L mask, <m;y.Miz MM >
. ector of dimension = | Vi
S - 1 a4 vector-mask
. O._ i place with
: marking
- Ok
:. .:_\::\::\
J A A
. o
4.. e e
MAVEATAEAT ) ...-_‘.. "'-'_"'_'-“ﬁ':: . ___<‘4_.~.‘ . ‘: R -T ] Y
AR TR VLYW W VTRV \-..L.;.l::):- “::.;::i;i ; ;“.‘s ;‘.‘l'. 2 -i




......................................................

2 A scalar place is holding il it has at least one token in it. A vector-mask A
L place <V M;> is holding if at least one K(my) =1, i=02,[M;| . and the ?-“S“"'-
corresponding v;; € V; has a non-zero marking. A ftransition t is enabled if all Y
scalar places of transition t are holding and all vector-mask places of transition
t are holding. When a transition t is enabled, its firing function is defined at a
given marking K, of the S-Net, and the firing yields K, +,, 2 new marking. A
transition type specifies the firing capabilities of the transition - either simple

or mask firing - designated SFT and MFT respectively. A transition descriptor

D[t} for a transition t  with  vector-mask  output  places
<ViM>, <ViMj>, ..., <V, M, > is  specified as D[t} = [type; e
K(M)eW(M,), K(M;)eW(M;), - . ., K(M,)eW(M,)].

A sitmpie firing associated with an enabled transition t is such that:
(a) For every scalar input place s, K, +,(s) = K,(s}-1.
(b) For every scalar output place s, K 4+ (s) = K, (s)+1.

(c) For every vector-mask input place <V;M;>, then for vyeV;

3 i=12,,| Vi|, Kpea(vi) = Kq(vi;)—1 for those j for which m;;eM; has a non-zero
marking; and for myeM;, K +,(m;;) = K, (my) for all j.

(d) For every vector-mask output place <V;M;>., then for v;eV;

1=12,,| Vi| L Kpaalvy) = Kq(v;) +1 for those j for which m;;cM; has a non-

zero marking; and for myeM;, K4 (my;) = K (my) for all j.

As seen from the firing rules, SFTs do not alter their input or output masks.

A mask firing is associated with an enabled transition t that has at least

one <V;.M;> output place, and is such that:
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(a) For every scalar input place s, K, 4 (s} = K (s)~1.

v

(b) For every scalar output place s, K 4 (s)=K(s) +1.

(¢) For every vector-mask input place <ViM;>, then for v.eV,

y &
Wt

'f‘ LA AL

=120 Vil K4 (v) = Ky{v;)-1 for those j for which m;;eM; has a non-zero

R T

marking; and for myeM;, K, 4 (mj;) = K (my) for all j.

(d) For every vector-mask output place <ViM;>, then for vueV,
i=02 Vi| - Kpeglvi) = Ko(vi)) +1 for those j for which myeM; has a non-
zero marking; and for M;, K, 4 (M;,)eW(M,), where W(M;) is specified by the

transition descriptor D|t}, and K, 4;(M;) is non-deterministically chosen.

By the firing definitions, firings remove tokens from some places and add
tokens to other places. However, the number of tokens subtracted by a
transition firing does not necessarily equal the number that it adds.

SFTs on firing do not change the K(M;) of their <V,M;> input and
output places; the markings for any output masks of the transition are specified
at K,. This transition descriptor is noted simply as D[t} = [SFT; _].

For MFTs, the IW(Mi)I > 1 for all output masks. These markings are
accomplished by the transition firing and after initial marking, and the set of
markings must be listed in the transition deseriptor, ie., D[t = [MFT;
K(M;) e {< >, < >....,< >}]. In cases where the set of markings range over
the | M;| -fold Cartesian product of the boolean set, then:

D[t] = [MFT: K(M;) ¢ BIM'I] , where B is the set of

boolean numbers {0,1}.

An S-Net is safe iff h(s) < 1forall s € S;K(v;;) < 1forall vi; ¢ V;.

T e R ] R U I L R
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An S-Net is conssstent iff for all <V, M;> places of the net, no K(v;}) > 0

when K(m;) = 0.

3.1.2. Measures of Parallelism [14]

This section summarizes the quantitative measures of concurrency in S-
Nets, both with and without the context of time. These are called measures of
the degree of parallelism.

The Degree of Vector Parallelism g, of a transition t, is defined as the sum
of the number of tokens fired by the transition into V; of every <V, M;>
output place of the transition.

The Degree of Parallelism g, of a transition t, is defined as the sum of the
number of the tokens fired by the transition into its scalar output places and
into V, of every <V;M;> vector-mask output place.

The Average Degree of Veclor Parallelism g over some sequence of
transitions t;, = t;,t; 4. . . ., t is defined as

F:
=
ol

where | t,| is the total number of transitions in sequence t,.

T

-

E:

-

The Average Degree of Parallelism g over some sequence of transitions

tj't‘j""l' Ce ’t’k is defined as
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The Average Vector Parallehsm h achieved over some sequence of non- "IN

e

i primitive transitions t, = t;,t;4,....t, is defined as

where e, is the time units the transition t, takes to complete its operation, and

J*’

en = el’.

-
1]
-

The Average Parallelism h achieved over some sequence of non-primitive

transitions t, = t;,t;4, . . ., t; is defined as
k1
DB e
R
e

3.1.3 Stone’s Vector Sum Example [14]

The problem is to compute

. n
- Y, =Y A, n=01,.7
i=0

sothat Y, = Ap
Y Y, = At A

It

Y = A+ A+ -+ A

where Ag,A,,...,A; are scalars. Assume there is a SIMD machine of 8 PEs

(N=8). A high level language expression of the computation, in simplified




form, is as follows.

1. Initialize Y[I] to A[l, 0 <1 < N-1
2. For k =1 step 1 until log,N, do
3. Begin: H{I] = Y[I-2%1], (mask)

4. Y[l = Y[I] + H[l], (mask)

5. Compute new mask

6. End

Figure 3.1.1, representing the S-Net model of this algorithm, assumes an
initial marking: =
Ko(S1) = 1 Ko(Sz) = Ko(S3) = Ko(S4) = Ko(Ss) = (0);
Ko(V1) = Ko(Vz) = Ko(V3) = <0°>;
Ko(M;) = <18>.

Descriptors are:

D[t,] = D[ty = D[ts] = D[t;] = [SFT:_];

D[ty = [MFT;K(M,) = <0,17>]

Dit;] = [MFT;K(M;) € {<0,17>,<0%15>, <04 1> }]
Ditg] = [MFT:K(My) ¢ {<0%1°>,<0%1'>}]

p‘... ‘."‘..'.-

. . ‘ RRORsiee:

Statement 1, modeled by transition t,, indicates that all PEs IS ORI
T

. . A NERAR
simultaneously carry out the assignments: e
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Y(0) = A(0), Y(1) = A(1), ..., Y(7) = A(7). BN

Since each PE has both Y(I) and A(l), these operations can take place “in
¥ parallel.”
Statement 3, modeled by t,, requires that data are transferred between
participating PEs. For the firing of t,, H(1) holds Y(0), II(2) holds Y(1)...., and
H(7) holds Y{6). PE, does not participate, since K(M,) = <0,17>.

Statement 4, modeled by tj, has all participating Plis  adding L‘
simultaneously. If MFT t; first fires K(Mj) = <0,1°>, then for the first

iteration of the loop, PE 0 does not participate. The first holding of <V3Mz>

models sums: Y(1) has Y(0) + Y(1); Y(2) has Y(1) + Y(2), ete. 3
A branch is modeled by the tg and t; transition which have scalar input

place s3 in common, modeling the result of a test of the iteration counter.

The firing of ty models the first iteration (k=1), the first firing of tg models

the second iteration (k=2), and the sccond firing of tg models the third

iteration (k=3). After the third iteration, transition t; will fire and the

computation halts, as all eight sums reside in the appropriate Y( ) variables.
Despite the availability of 8 PEs, the degree of parallelism achieved over

the computational flow is not 8 Over the firing sequence deseribed and listed

in Table 3.1.2, g and g are calculated as follows:

g =51/13 = 392, g = 42/13 = 3.23.

The maximum parallelism achieved at this level of modeling is reduced by the

nature of the algorithm and by the scalar processes modeled in the testing of

the loop. The use of the h and h measures are not considered here. In a -:Z::' .

realistic analysis, some weighting of the additional time to accomplish mask F
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Table 3.1.2. The Measures g and ¢ for Vector Sum S-Net

Transition

Sequence t, g g
ty 8 8
to 7 i
ts 8 7
ty 1 0
ts 1 0
tg 6 6
ty 7 6
ty 1 0
ts 1 0
ts 4 4
ts 5 4
tg 1 0
17 i 0

] =13 51 42

E-—-% =3.92;§=% =323
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firing would be appropriate, as for transitions t,, t3, and tg.

3.1.4. Modeling Complex Applications with S-Nets [14].

S-Nets have been developed to provide a tool to express algorithm
implementaticn on SIMD and MSIMD architectures. The implementations are
modeled by using safe and consistent S-Nets. In modeling  realistic
applications, the first obvious complication in S-Net graphs is that of length,

l.e.,, the length of the transition sequence will not fit within some desired

reference frame. Connectors, such as shown here

may be used to show where an arc breaks and reconnects, much in the manner

that connectors are used in flow charts. The connector can be inserted between

a transitiorn and the following place, or between a place and the following
transition.
Macro S-Net transitions (macros) are introduced to support hierarchical

modeling and 1o permit a more abstracted representation of an event which is a

component of a computation. A macro transiiton t is defined as a transition

which itself is an S-Net graph. It begins with a single vertex t, and ends with
single veriex t,, where t, and t; themselves can be macro S-Net transitions. A
label is appended to the transition bar to distinguish macros in the global flow, \ o

shown as ’;"

rer
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where ID is any symbol used by the modeler.
Figure 3.1.2 illustrates hierarchieal modeling, defining two macros and
showing how the substitution of the greater detail can he modeled in the 5-Net.
With this definition, the non-primitive transition t_ (which is a sequence of
transition, ttiyp - - - ,t;) is seen as a type of macro since it represents a

transition sequence beginning with t; and terminating with t,.

3.1.5 Modeling Maximum Likelihood Classification with S-Nets

The purpose of this section is to use S-Nets to model an SIMD
implementation of maximum likelihood classification [21]. Assume that there
are N=M PEs available where the image size is M-by-M. The PEs can be
arranged in a row of M elements or in a VM-by-vM array. Each PE will be
assigned either one image column or a vM-by-vM subimage that will be stored
in its memory.

The SIMD implementation of maximum likelihood ciassification has been
described in [22]. For each of the m possible classes into which a pixel may be
classified, a discriminant function is computed. FEach discriminant value
depends on the pixel vector, the corresponding class mean vector and
covariance matrix, and a constant related to the prior probability of occurrence
of the class. The pixel is assigned to the class yielding the largest discriminant

value.

The essential calculations are as follows. Let

X = [x,,xz,...,xnr. the n-dimensional pixel vector
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Fig. 3.1.2 Hierarchical Modeling with S-Net Macro Transitions [14]
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U, = [u},ué,...,u,i,r, the n-dimensional mean vector for class i

el : the n-by-n inverse
D t=1. , of the covariance
. ; matrix for class i

€n1 €nn

¢; = constant pertaining to class i
In addition, A(i) will be the discriminant value for class i. Figure 3.1.3 shows

how these values are calculated and a pixel is classified. The following

conditions are assumed:

1. All pixels are to be stored in the PE memories. Each PE is
responsible for M pixels.

2. Mean vectors (n-dimensional) and inverse covariance matrices (n-
by-n) of m classes are stored in all PE memories. The m class
constants ¢; are also stored in all PE memories.

3.  Concurrency between the sealar host and the array resources can be
supported by the hardware. The scalar host can be regarded as the

control unit and the array resources as the processors.

The computation proceeds as follows:

1. Initialize the values of A(i) to constant ¢, for I <1 < m.

-

2. Compute the values of the diseriminant functions for all m classes.

v
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/* Phase A - initialize the discriminant values A(i) */ ".‘
forie—ltom tafata
do A(i) «- ¢ ;T\Y.‘l".‘

end :-:‘u’\.‘;;

/* Phase B - calculate the discriminant values for each class */ "
for{ —1tom ;
fori—1ton
doy; < x;— vuf
z; — 0
end
forj—1lton
fork — 1ton
do zj — z; + ey * yy
end
A(l) — A(f) - Yj *
end
end

/* Phase C - find maximum discriminant value and class %/
je1
fori—2tem
do if A(i) > A(j) then j « i
nd

]

Fig 3.1.3. Maximum Likelihood Classification of a Pixel
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3. Choose the maximum value of the discriminant functions. Lo,

4. If there are more data in PEs, then go to step 1.

-~ 5. End

The S-Net modeling this computation is shown in Figure 3.1.4. There are
three macros, INIT A, DIS B and MAX C, defined in Figures 3.1.5, 3.1.6, and

3.1.7. respectively. A brief description of the S-Net is as follows:

- The dimensionality of the V; components, | V;| =M, represents the

number of PEs available in this SIMD implemertation.

- The initial marking of the S-Net is

Ko(Sy) = (1);

l(o(Sz) = KO(S3) = ... = 1{0(828) - (0),
Ko(V)) = Ky(Va) = ... = Ko(Vq) = <OM>;
}(O(Ml) - Ko(M2) = ... = Ko(Ms) = <lhi>,

-
I Y

- Descriptors are:

! Dit,] = Dts] = ...... = D|teg) = [SFT;_];
2 Dlty;] = [MFT;K(M;) ¢ BM];
Ditgg] = Dltyg] = ...... = Dltg3] = [SFT;_).

MERAY! _ SLRRREAERN

- S, has a token in Figure 3.10.4 initially, so the INIT A macro transition

is enabled and begins execution when its first transition t, fires.
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Fig. 3.1.5. Macro INIT A - Initialize the Values of A(1),...

A(m)
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- The transition t, models the initialization of A(i) to a constant, c;
1 <i<m, with all PEs being active because |V;| =M and
K{M,) = <IM> . and the execution of the control-flow or scalar
instructions in the control unit.

- The transition t; models the event: “check if i is greater than m or
not.”

- The transition tys models a test performed with all PEs. From this
test, a mask marking is implicitly formed.

- K(M;) is marked on the graph as # which means it is data dependent.

- To make timing analyses more realistic, different time units arc

assigned to the transitions depending on the operations they represent.

The notation at each transition is “t; = time units.”

Because of the data dependent condition, an execution of this S-Net over
the sequence of transitions in the MAX C macro will not reveal the number of
tokens fired. The degree of parallelism is also data dependent. (This difficulty
of data dependence is not exclusive to S-Nets; it must be dealt with in any
modeling analysis.) In examining the model for synchronization between the
stages of S-Nets and measuring the degree of parallelism, we assume all PEs

are active,

The results of an execution of the S-Net from t; to tyz are shown in Table
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3.1.3. From this table, the quantitative measures of parallelism are ealculated L
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Table 3.1.3. Timing Analysis of SIMD S-Net

no. of time the
transition  firings  transition
Y n takes, ¢; & g ny*e; gi*ni*e gi*n;*e;
t M 1 0 1 M 0 M
to M 1 MIi+M M M? (1+MM
ta mM 1 0 1 mM 0 mM
ta (m—-1)M 0 0 1 0 0 0
ts (m-1)M 1 MI1+M  (m-1)M (m-1)M? (1 +M)(m-1)M
te M 1 0 1 M 0 M
ty M 1 0o 1 M 0 M
ts mM 1 MI1+M mM  mM? (1+M)mM
to nmM 1 M1+M amM  nmM? (1+M)amM
to (n—1)mM 0 o 1 0 0 0
t (n—1)mM 1 MI1+M  (o-1)mM (n-1)mM?  (1+M)(n-1)mM
tie mM 1 0 1 mM 0 mM
tis mM 1 0 1 mM 0 mM
the nmM 3 M 1+M 3nmM  3nmM? (1+M)3nmM
tis {n—1)nmM 0 0 1 0 0 0
tey (n—1)nmM 3 M 1+M 3(n—1)nmM 3{(n—1}nmM? {1+M)3(n~1)nmM
L7 amM 3 M1+M 3amM  3omM? (1+M)3omM
tis (n-1)mM 0 0 1 0 0 ()
tio (n-1)mM 1 0 1 {n—1)mM 0 (n—1)mM
t mM 1 0 1 mM 0 mM
tn mM 1 0 1 mM 0 mM
too (m~1)M 0 0 1 0 0 0
tas (m—1)M 1 0o 1 {m-1)M 0 (m-1)M >
(- M 1 0 1 M 0 M BRI
tys M 1 0 1 M 0 M e
tos M 1 M 1+M M M? (1+MM
ty (m—1)M 1 MI1+M  (m-1)M (m-1)M? (1 +M)(m-1)M
tes (m=2)M 0 0 1 0 0 0 e
too (m-2)M 1 M1+M  (m-2M (m-2)M? (1 +M)(m-2)M o
tao M 1 0 1 M 0 M R
ty M 1 0 1 M 0 M R
te M-1 0 0 1 0 0 0
oy 1 0 0 1 0 0 0
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33
E,. = ¥ pj*e; = [4+8m+6mn +3mn% M time units

Ld

33
¥ g*njxe; = [~2+3m +5mn +3mn?|M?
=

33
Y g*njxe; = [4+8m+6mn +3mn?-2M +3mM +5mnM +3mn’M|M

|=l

There are two types of quantitative measure for concurrency.

i) The average vector parallelism h only accounts for the concurrency of
processing elements; it does not consider the overlap of array and
scalar or control-flow instructions.

33
2 g.*n.*e.
- _ |-2+3m+5mn +3mn?M?

h=
Ecot [4+48m +6mn +3mn?M

Typical values for a remote sensing application are n=4, m=16,
M=1024. Plugging these values into the above equation, we get the
utilization of the M PEs is

h _ 1134

= = 0.883
M 1284

i.e., the utilization of the 1024 PEs is 88.3%%.

ii)  The average parallelism h accounts for both concurrency of processing
elements and for the overlap of array and scalar or control-flow

instructions.
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Using the typical values of m, n, and M in the above equation, the

utilization of the M PEs is A
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By this measure, the utilization of the 1024 PEs is 88.4%. Since 1024

‘1

processing elements are available, the overlap of the control unit with
the array processors contributes very little to the degree of
parallelism. If the number of processing elements were much less than

what we have here, the overlap of the control unit with the array

processors would be more significant.

3.1.6. Modeling a Pipeline Implementation of Maximum
Likelihood Classification
In this section, a pipeline implementation of maximum likelihood
classification will be modeled with S-Nets. Recall that there are N=M PEs

available. The PEs will be interconnected to form a set of parallel pipelines

each operating on 1ts own subimage. To enable direct comparisons, the
proposed architectures will have the same total number of identical processing

elements. The following conditions are assumed:




1. The n-dimensional mean vector and n-by-n inverse covariance

matrix of class i have been stored in PE;_;, as have the m class

[ i

constants.

S "x
St
‘s W

P

2. The parallelism being exploited has each stage concurrently

(IR
.
.

(& L g gthg

performing a different step of the task on a different data item

1

(pixel).
M . . M . .
3. Assume — is an integer and that there are — pipelines. Each
m m

pipeline will process mM pixels.

4. In calculating the degree of parallelism, the overhead required for
the pipeline to reach full efficiency will be ignored, i.e., steady state

operation is assumed.

A high level description of this computation at stage i—1 is as follows:

1. initialize the value of A(i) to constant ¢;.
2. Find the value of the diseriminant function for class 1.

3. Compare the value of the discriminant function for class i with the

/ value of temp; ; received from the previous stage.
4. Set the value of temp—class; based on the comparison in step 3.
5. Transfer the pixel data, temp; and temp—class; to the next stage.
6. If there is more data, go to step 1.

7. End.

The S-Net of stage i—1 of the pipeline is shown in Figure 3.1.8. A brief
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description for the S-Net is as follows:

i.-. \.L .'-'i

N . . . ey

- Figure 3.1.8 describes the computations of one processing element, so M
.‘-' -.-’ :~~:.

1 ‘-’\‘} .v'\

it has only scalar places. A .i-.{.
LS S

- The initial marking of the S-Net is

Ko(Sy) = (1);
Ko(S2) = KO(S3) = ... = l\'o(szzrl) = (0),

- Descriptors are:

D[tI] = D[t"l] = ... = D[‘QS] — [SFT;__ ];

- The token in S| indicates that this stage has received the 3-tuple data
transfer from the previous stage. Once the data have been received,

transition t; is enabled and fires.

- In most other respeets, execution proceeds as in the SIMD case.

-
N
»

o1

For calculating the degree of parallelisir, we assume the S-Net goes

through the transition tog to to,. I, is the total time units required to output

one classified pixel. The timing analysis of the execution of the S-Net from t,;

to to4 is shown in Table 3.1.4. We have X SR

0 . .
E,,. = 5n°+1in+8& time units

Since M Plis are active in parallel, the average parallelism h is (assume n = 4)



Table 3.1.4. Timing Analysis of Pipeline S-Net

no. of time the
transition  firings  transition t;
t; n; takes, ¢ noxe (*g:)

1{M)
(M)
i(M)
n(M)
n(M)
n(M)
O(M)

o~
£
= B = A

tg u—l n—1(\)
tg 1 (M)
tio ] 1{M)
ti- n 3n{M)
tyo n? n#(M)

n*(M)
o(M)
3(n—1)n{M)

3n(M)
n(M)
n(M)
O(M)

n—1(M)
1(M)
1{M)

3 n +3(0)
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24
N nxepeg; o
= _ 1=l ~ oo +5)M+(n+3)0 _ 125 M
By 5n°+1In+8 132

The utilization of the M PExs is

?

h 12
— = = 0917
Y ES ‘

-

Thus, the utilization of the 1024 PEs is 94.7°¢.

The total time units required to classify one image for the SIMD and

pipeline architectures are as follows. For SIMD,
Temp = 1+ &m + 6mn + 3mn*] M = 1.315 x 10® time units
For pipeline,

1 = [5n® + 11n + 8)mM = 2.163 x 10° time units

pipeline
Since Tpipeiine > Tsimp. it has been shown that the pipeline requires more time
to classify an image, even though the utilization of the PEs is greater. The
reason, of course, is that for the pipeline the overhead resulting from the
parallelism is greater. The pipeline could be made faster if the speed of the
individual PLis could be increased through taking advantage of their much

more specialized tasks and interconnections.

3.2. SIMD vs. MIMD

In the previous section, the description of SIMD processors is discussed
using a graphic representation called S-Nets which is an extension of Petri nets.
Several performance measures such as Average Veetor Parallelism and Average
Parallelism were described by which to evaluate the performance of SIMD

processors.
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In this section, the comparison between execution times of both SIMD and
MIMD processors is discussed. When a particular algorithm such as the
maximum likelihood classification  algorithm or the clustering algorithm is
given, it is neeessary to ask which mode of parallelism, SIMD or MIMD, will
have less execution time and better utilization of PE resources if the number of
processing elements is fixed. In order to answer such questions, this section will
analvze explicit and implicit operations [23] embedded in an algorithm and,
based on these operations, derive the total execution times for both SIMD and
MIMD modes of parallehism. In addition. the potential advantages and
disadvantages, inherent in an algorithm, of MIMD mode of parallelism will be

discussed as compared to SIMD mode of parallelism.

3.2.1. The Flow Chart and the Algorithms of the Supervised Relaxation

Operator

The flow chart of the supervised relaxation operator is shown in Fig. 3.2.1.
The algorithms in blocks A, B, and C can be executed simultaneously because
the input data in these three blocks are independent of each other, and the
algorithms are independent of results produced by each nther. The algorithms
can be implemented either in SIMD mode or in MIMD mode depending on the
algorithm  eharacteristies, which will be deseribed in the following sections.
Since the algorithm in block D needs the results from blocks A, B and C to
execute its instructions, it is best that blocks A, B and O produce their results
almost at the same time, then block D only needs to wait as little time as
possible to proceed with its execution of instructions. The algorithms in blocks
A Boand € oare guite different. Therefore their complexities in terms of

execnttion time are also quite different. In order to produce the results almost
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Class means Images of Topographic
and past years elevation
covariance matrices values
Aspect
Initial Conditional A';Ele
probabilities probabilities L.
A B Species
' ‘ C
MIMD
Y LR
Supervised
relaxation
algorithm
D
SIMD
_J
v
Result

Fig. 3.2.1 The Flow Chart of the Supervised Relaxation Operator
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simultaneously and provide better utilization of PEs, it is necessary to assign
different numbers of PLs and different modes of parallelism to the
implementation of these algorithms.

The algorithm in block A is actually the maximum likelihood classification
algorithm except for the multiplication by a priori probability, P(\;), for each
class. If we assume that P(X\;) = 1/N where N is the number of classes, these
two algorithms are exaectly the same exeept for a constant factor. The
algorithm in block A caleulates the initial probability of every class for each
pixel. Since this algorithm involves the multiplication of vector and matrix,
matrix inversion, calculation of a matrix determinant, and an exponential
operation, the execution time of each pixel depends on the multichannel data
values.  Especially for the exponential operation, its execution time is a
function of argument value because it is a complex operation. An exponential
operation s computed as a power series and the convergence of the power
series depends on the argument value. In SIMD mode, the control unit
broadcasts instructions to all active PEs and all active PEs execute the same
instruction on the data in their own memories. Indeed all steps are

synchronized. If this algorithm is implemented in SIMD mode, each PE

executes the instruction on a different data value. As a result, each PE has a
different execution time. Therefore, the PEs with shorter execution times have
to wait until the PE with longest execution time completes its execution. Then
the control unit can broadcast the next instruction to all PEs. The
disadvantage of using SIMD mode is that the total execution time is equal to
the sumimation of the maximum exceution times of every operation because the

execution time of the operation is data dependent. The advantages of using
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SIMD mode is that scalar instructions executed by the control unit and array
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instructions executed by the PEs can be overlapped.

On the other hand, if the algorithm in block A is implemented in MIMD
mode, each PE can execute an instruction fetched from its own memory
immediately after completing the previous instruction.  Therefore the total
execution time is the summation of the execution times of every operation in
the PE. If we assume that the data values are randomly distributed
throughout the PEs, the probability of getting the data with longer execution
time is the same for every PLi. With this property, the total execution times of
PEs in MIMD mode almost have the same values if the number of pixels in

each PE is large enough.

The algorithm in block B involves only the accumulative operations of
counting hoth individual and joint oceurrences, and division operations. The
execution times of these two operations are almost data independent.
Therefore, no benefit can be drawn from implementing in MIMD mode.
Furthermore, the algorithm has window-type operations and needs inter-PE
transfers. SIMD mode can offer synchronized inter-PE transfers. That is, all
active PEs can transfer data to the neighboring PEs located in the same
direction relative to the transferring PIis. Since operations are simple and
execution times are short, fewer PLis are assigned to block B when compared to
block A in order for block A and B to take same amount of time to execute.
SIMD mode is implemented to take advantage of synchronized inter-PE

transfers and simple control system.

The algorithm in block € consists of two subalgorithms. One determines
the aspect angle of the pixel. From this aspect angle, the other subalgorithm
calculates the species distribution function of the classes which are possibly to

be assigned to the pixel. The subalgorithm to determine the aspect angle has
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window type operations and needs inter-PIZ transfers. The subalgorithm to
calculate the distributing function is a neighbor-independent algorithm and
involves complicated mathematical operations.  If  we assume that the
distribution of each class 1s Gaussian and that the mean and variance of every
class are already known and stored in the PE's memory, the relative likelihood
of finding each class for the current pixel can be calculated plugging the
elevation value into the Gaussian distribution function. As$ a result, more PEs
are needed than in block B to speed up the process in order to synchronize the

results produced from blocks A, B, and C and feed them to block D.

The algorithm in block D is the supervised relaxation operator. It involves
operations such as addition, multiplication and division. We assume that these
operations only span a narrow range of time if the argument value varies.
Therefore this algorithm does not need to be implemented in MIMD mode.
Instead it is implemented in SIMD mode. Every instruction is synchronized

and the control system is simpler than that in MIMD mode.

3.2.2 Detailed Deseription of the Algorithm in Block ¢

The algorithm calculates the aspect angle (1] by numerically differentiating
the topographic data to produce an estimate of the gradient vector at each
pixel location. Then, the direction of the vector is used as aspect angle. The

approximate gradient at line i and column j is computed as follows {1]:

-_—

VZ =WZ; ;= Ziy)) + Tl = Zija) (3.2.1)

where
V7 is the gradient vector

Z

ij 18 the topographic elevation value at i)
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i,j are line and column coordinates
T and T are line and column unit vectors

The aspect angle is calculated as follows [1]:

y iy = Zigyy)
(Zij 1~ Zij+1)

a = tan’! (3.2.2

where

a is the direction of slope measured clockwise from north.

The subalgorithms for both aspect angle and species distribution are
shown in Fig. 3.2.2. The subalgorithm for calculating the aspect angle of the
current pixel decides that a pixel faces either south or north. Forest species
distribution as a function of elevation and aspect in the San Juan Mountains is
shown in Figure 2.1.4 [1]. In this figure, different aspects have different forest
species distributions. That is the reason why the aspect angle is needed before
calculating the distribution value. Constant C in Fig. 3.2.2 is a threshold to
distinguish angle of south from that of north. In Fig. 3.2.2, the same
subalgorithm is used to calculate the species distribution of south facing and
north facing pixels. But the actual parameters such as m[k] and olk] which are
the mean and the standard deviation of class k are different for south facing
and north facing pixels. The constant C[k] in the subalgorithm is a

precalculated value stored in the memory.

3.2.3 Implicit Operations in the Algorithm

Some of the statements in the following two sections are quoted from [23).
The conventional complexity analysis of an algorithm gives no knowledge
about how fast an algorithm will execute for a given task of size N, Therefore

this kind of analysis gives only the order of magnitude of the time that an
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/*Algorithm for calculating aspect angle.x/
for (i=0; i<n; i+ +) /*subimage size is nxn */
for (j=0; j<n; j+ + )
V=(eli-1]fil-2li + G/l-=20ill + 1))
a=tan"'V; /* a is the aspect angle */
if (a > C) /* pixel is south facing */
calculate ¢ /*This is a subroutine which calculates species distributionx/

else /* pixel is north facing */

/* Subroutine to calculate species distribution function of each class for pixel
of either south facing or north facing. */
(z-m@

s o(k) =Cee %% where ¢, = !
/* & k k

\/2_7;0]( */
for (k=0; k<N; k++){ /* Nis the number of classes */
temp = ~(z[i][jj-m{[k]) * (z{i][i}-m[k])/(2+a(k] * o{K]);
olk] = C[k] *exp(temp); /* ¢[k] is the distribution value for class k. */

Fig. 3.2.2. The Algorithm for Aspect Angle and Species Distribution
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algorithm will take for a given size N, such as “order N” or “order N=." Several

papers have given the analysis of execution time by counting the number of
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explicit operations that an algorithm will perform [24,25]. However, there are

“ets
z, &

many implicit operations neglected in the analysis such as the calculation of
the real address of index variable z[i][j], moving operands from memory into
machine registers, and moving results from machine registers back into memory
[1]. Counting only explicit operations gives only an analysis of explicit
arithmetic operations, and not the implicit operations. Often these implicit
operations can have a significant impact on the execution time of an algorithm

and therefore should not be ignored.

In Fig. 3.2.2, there are many indexed variables such as z[i}{j]. m[k] and
olk]. Let us look one example to identify implicit operations. For example, in
order to get the value of mfk] into a machine register, the base address of array
m must be found, put into a machine register, added to i, and the resulting
address used to load the value of m[k]. As another example, loading the value
of z[i][j] into a machine register requires that i be multiplied by the row size of
the z array, added to j, the result added to base address of the z arrav. and the
resulting address used to load the value of z{i][j]. Alternatively. to avoid the
multiplication, an indirection table conld he used. The method requires that i
be added to the base address of the indirection table, the resulting address used

to load the address of the ith row of array z. which is added to j to get the
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address of z[i}{j]. Finally, this address is used to load the data itself. While

this method saves a multiplication, it requires an additional memory load and
space for the indirection table.

The notation Maddress] will be used to denote a memory reference to
address. The implicit operations required to access operands are summarized in

Table 3.2.1.

Before counting, in Section 3.2.1, the total number of implicit and explicit

operations in the program shown in Fig. 3.2.2, several assumptions [23] are
listed as follows: _
1. The class means and standard deviations, m[k] and o[k}, k =1,2,...,N,
have been stored in each PE.
2. Clk]= l/(\/§7—ra[k]), k =1,...,N, have been precalculated and stored in
cach PE.

3. There are not enough machine registers to hold all data of the

program shown in Fig. 3.3.2.

4.  There are enough machine data registers to hold all index variables

currently in use such as i, j, and k in the program.

5. There are enough machine data registers to hold all temporary results
such as V and temp, and repeated expressions such as o[k] and a
compiler is capable of recognizing and exploiting this fact. That is,
the compiler will not generate store and re-load operations in these
situations.

6. There are enough address registers to hold the addresses of all single

variables such as V oand o, and the base addresses of array variables

such as z, m, and 7.
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Table 3.2.1. Implicit Operations to Access Operands [23]

z[i](j] M[M|base of z+i] +j]

To Access Notation Operations
¢ Mc] 1 memory reference
I addition
m[k] M[base of m+k]
1 memory reference

2 additions
2 memory references
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7. Variables already in machine registers have no implicit operations
associated with them.

& Implicit operations include the movement of constant data and new
addresses from the instruction stream into data and address registers.
When variables are first used, their addresses are migrated from the
instruction stream  to  address registers.  Addresses and data in

registers are discarded when no longer needed.

Usually, different algorithms spend a different portion of run time
exccuting implicit operations. Therefore the relative times needed to perform
various types of operations are important. For many processors, multiplication
and division operations fake from 10 to 50 times as long as addition or
subtraction operations.  Thus if a  program contains  many  explicit

multiplication and division operations. the effect of the implicit operations may

not be significant.  On the other hand, many algorithms contain no
multiplication and division operations at all.  Under these circumstances,

explicit operations alone give a very poor estimate of the total algorithm

execution time. Realizing the importance of the relative times of various
operations, a list of times, in cycles, for various operations is given in Table

3.2.2 [23]. The times given are for the Motorola MC68000, a typical modern

multiregister processor. The internal eycle time for an 8MHz MC68000 is 250

ns. All of the figures given are in Vinternal eycles” e
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Table 3.2.2. Cyecle Times of Various Operators [23]

OPERAND CYCLES SIZE

(operands in registers)
addition, subtraction, (A,S) 2 word

3 long
boolean, comparison 2 word

3 long
shift 3+shiftcount  word
multiplication (M) 35 wordxword =long
division (D) 75 long/word =word
(address in a register)
load, store (R) 4 word

6 long
(immediate)
load immediate address or constant data 1 word

6 long
(operand in a register)
test and branch on condition 5
(address in a register)
subroutine call 9
save/restore n registers on the stack 4+4n
subroutine return 9
interrupt 21
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3.2.4. Comparison Between SIMD and MINID

Some assumptions of the processing environments of SIMD and MIMD [23]

are repeated here. For SIMD mode:

1. The control unit broadcasts the instruction stream to all active PEs
and all active PEs execute the same instruction simultaneously on the
data in their own memory. While active PEs exccute the instructions
in parallel, the control unit can do scalar instructions such as loop
counting, branching, and subroutine calls and returns. These control
unit operations are overlapped with PE operations and thus do not
contribute to the overall algorithm execution time. Since mask
operations are decoded in the control unit, PE address and general

masking operations cost nothing in the total algoiithm run time.

o

Data transfers through the interconnection aetwork are performed
simultaneously. The network transmission delay for a circuit-

switched multistage network is less than 2 eyeles. The total cost of

an inter-PE transfer is 4 +2 + 4( =10) eycles for the load-transfer-
store sequence.

3. "I any,” “if all” or “where”™ conditional steps require about 25 cycles.
Control unit and PE operations cannot be overlapped for these
statements.

For MIMD mode:
I. PEs fetech instructions from their own memory and do all
computational and control (branching) operations.

2. The data transfers through the interconnection network operate

asynchronously. Each transfer causes an interrupt at the destination
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PE. The time to service the interrupt includes the time to save
registers, call the interrupt service routine, load the incoming data
from the 1/O port, store the data in an appropriate buffer, and return

to the interrupted routine.

The algorithm to calculate the aspect angle of the pixel includes window
type operations and therefore requires inter-PEl data transfers. The image to
be processed is superimposed on the PEs, which are arranged in a mesh-type
array. The image is divided among the I’Es and each PL is responsible for the
corresponding subimage. The window-type operation needs data from one or
two neighboring PLis when it processes any border pixel of its own subimage.
In SIMD mode, these data transfers are performed simultancously for all Plis
via the interconnection network. Specifically, for an nxn subimage, a total of
4n parallel transfers are needed for the algorithm to calculate an aspect angle.
From assumption 2 for SIMD mode, each parallel transfer costs 10 cycles to
complete the operation. On the other hand, in MIMD mode, each data transfer
causes an interrupt at the destination PE and this operation is carried out
asynchronously by the PE. Assuming the same size subimage, each PE causes
4n interrupts at the destination PE, and gets interrupted 4n times by other
PEs when dats are ready to be transferred. Therefore, each PE totally has 8&n

interrupts for MIMD mode. Deadlock is the situation which occurs when two

PEs interrupt each other and each waits for the other PIi to continue.

Deadlock can be prevented if the procedures below are followed [26]:

1. If a PE gets interrupted, then no other PEs can interrupt this PE. ;ﬁ

..‘
o
-.""

2. If the same PE gets interrupted simultancously by more than one PE,

one of them 1s given a higher priority.

o
" e
%My
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3. I PEi and PEj interrupt each other, then each PE has the capability

N e afielale a 9 AR

&8 2 8 a e 8

to grant one of the interrupts and disable the other. For example,

Lot g

PEi has the capability to detect that it interrupted PEj and that PEj

interrupted PEi. Therefore, if PEi has higher priority, PE) will grant
PEi's interrupt request and PEj will withdraw its interrupt to PEi. A
similar situation occurs if PEi interrupts PEj and PEi gets interrupted

simultaneously by PEk.

Since the loop counting operations in SIMD mode are executed by the €U
and overlapped with array instructions executed by PEs, they cost nothing in
the total algorithm run time. On the other hand, loop counting operations in
MIMD mode are executed by the PEs and not overlapped with array
instructions. For example, the “C” program instruction in Fig. 3.2.2

forl =01 < nii + +)
requires n additions and n + 1 comparisons. These operations are in the
category of loop counting operations.

There is no memory contention problem in SIMD mode since the elevation
values z[i][j] of the nxn subimage and all the parameters such as m[k] and o[k]
are stored in the corresponding memory of the PEs. PEs only fetch data from
their own memories. However, there are two alternative memory organizations
possible in MIMD mode. One is the MIMD mode with global memory which
stores the parameters such as mlk] and o[k], but the elevation values for the
subimage in each PE are stored in local PE memory. Serious memory
contention will occur when every PE tries to access m[k] and olk] to calculate
the frequency responses of all classes. The other MIMD mode uses only local
memory. In this case, all parameters and data are stored in local memory. Of

course, it requires more total memory. All PEs can access the data from their
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own memories without memory contention. Here, we consider the MIND mode
with local memory only.

The algorithm shown in Fig. 3.2.2 requires (2 + N) subtractions, (1 + N)
divisions, 4 multiplications, 1 comparison, 1 conditional step, 1 arctangent,
and N exponential operations per pixel where N is the number of classes.

These operations are in the category of explicit operations.

Now we are in a position to enumerate the implicit operations associated
with the program shown in Fig. 3.2.2. It is found that the algorithm requires 1
operation to move the constant 2 to a data register, 9 operations to move the
addresses of variables such as V, z, a... ete. to address registers, (AN +11)
additions, and (4N +10) memory references per pixel. A memory reference is

either a memory store or a memory load operation.

The number of operations involved in executing the algorithm in SINMD,
MIMD, and serial modes are listed Table 3.2.3. The operations to move data
and addresses into data and address registers are included in immediate
operations. In SIMD mode, data transfers are via interconnection networks and
not via interrupt operations. Loop counting operations are overlapped with PE
instructions. The same situation doesn't occur in etther MIMD or serial
processor modes. In MIMD mode, data transfers are executed on demand via
interrupt operations but not through parallel transfers. In serial processor
mode, the overhead of parallelism, present in both SIMD and MIMD modes,

doesn’t exist.

In Table 3.2.3, the execution times of most operations are argument-
independent except two: the arctangent and exponential operations. In SIMD
mode, since every instruction is a lockstep operation. the PLEs with shorter

instruction execution time has to wait for completion of the PE with longest
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Table 3.2.3. Operations in SIMD, MIMD, and Serial Processor

SIMD MIMD SERIAL

Interrupt 0 3n 0
Parallel Transfer 4n 0 0
Loop Counting:

addition 0 n®N +n(n +1) M2N +M>+M

comparison 0 n?(N+1)+(n+1)2[MIAN+1)+H(M+1)°
Implicit Operation:

addition n“(AIN+ 1) n*(AN+14) M*(4N +14)

memory reference |n*(4N +10) n*(4N +10) M2(4N +10)

immediate 10 10 10
Explicit Operation:

subtraction n3(2+N) n*(2+N) M3(2+N)

division n*(1+N) n*(1+N) M?(1+N)

multiplication n*(4N) n*(4N) M2(4N)

comparison n® n® M?

condition n® n* M?

arctangent n’ n* M?

exponential n°N n°N M3N

Mx M = image size
nx n = subimage size
N = number of classes

..............................
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instruction execution time. Therefore, the total algorithm run time is the
summation of the maximum execution times of every operation.  The lockstep
operation mode will thereby lead to ineflicient utilization of PEs in SINMD. On
the other hand, PEs in MIMD mode can execute the next instruction
immediately after completing the current instruction. Therefore, parallelism in
MIMD mode has the potential to save execution time. The eyele times of
various operations are listed in Table 3.2.2. But there is no data available from
which to estimate the range of the execution times of either arctangent or
exponential operations. IFor most  processors, multiplication and  division
operations take from 10 to 50 times as long as addition or subtraction
operations. Exponential and arctangent operations are complex operations
which involve many multiplication and division operations. Therefore, a
reasonable range of execution times of these two operations are assumed in
order to carry out the comparison of the execution times of SIMD and MIMD
modes. Further, it will be assumed that the argument values are randomly
distributed throughout the whole image so that the algorithm run time is
approximately equal to the sum of the means of every operation execution time

in each PE.

The plane of execution times for SIMD mode is shown in Fig. 3.2.3 under
the assumption that the range of maximum execution times of both operations
is from 200 to 400 cycles. Other assumptions used to calculate the algorithm

execution time are that an interrupt costs 21 cycles, a parallel transfer 10

cycles, an addition 2 cycles, a comparison 2 cycles, a memory reference -4 cycles,

an immediate operand 4 cycles, a subtraction 2 cycles, a division 75 cycles, a AT
o . .. . ) ) RN
multiplication 35 cycles, a conditional step 25 cycles; the subimage size is DTN

n =32, the number of classes N =5, and the whole image size M =256. The z-
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axis is execution time, the x-axis is the range of the exccution time of the
arctangent operator, and the y-axis is the range of the execution time of the
exponential operator.  The range of the mean mstruction execution time 15
assumed to be from 180 to 360 cycles for both operators. The plane of the
execution time for MIMD mode is also shown in Fig. 3.2.3. If the range of the
execution time is different from \‘vhat we have assumed here, the results are
expected to be similar. The results shown in Fig. 3.2.3 only indicate the trend
of the difference of the exeeution times between SIMD and MIMD modes. This
figure shows that MIMD mode has less execution time than SIMD mode.
Although scalar operations can not overlap with array operations in MIMD
mode, the exccution time saved due to efficient utilization of PEs in MIMD

mode leads to less execution time and better utilization of PEs in MIMD mode.

3.3 Alternative Performance Criteria

Feature enhancement methods, commonly used in producing maps from
imagery data, enhance or emphasize information-bearing attributes of the data
while, ideally, suppressing other ‘‘noise” characteristics. The distinction
between ‘“‘information” and “‘noise” is highly application-dependent. For the
purpose of this ..udy, attention is focused on spectral similarity, an image
attribute which is commonly found to be useful in scene analysis. If the
imagery is black-and-white, spectral similarity reduces simply to tonal (gray-
scale) similarity. A clustering algorsthm will be described, including a parallel

implementation, which can be used to identify sets of spectrally similar pixels.

a
S

The pixels need not be spatially contiguous, but simply have the same ‘“‘color™

in a generalized sense  This algorithm will be used to illustrate alternative

30O

performance eriteria for evaluating parallel (SIMD) algorsithms.
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In general, the complexity of SIMD algorithms is a function of the problem
size (number of elements in the data set to be processed). machine size (number
of PEs). and the interconnection network wsed to provide communications
among the PEs. For example, an algorithm which uses N PLs to execute some

operation on an M x M image will exhibit different ““performance” for different

values of N. The obvious use of performance measures is for selecting from

alternative SIMD algorithms. For a given SIMD machine, different algorithms

for performing a particular task can be compared. The algorithm which
performs best based on the desired measurement criteria can then be chosen.
As another use for performance measures, consider the situation where the
typical values of image size M are known. Then a measure of the way in which
the machine size affects the performance of the application algorithms will be
useful in deciding how many PE's the system should have. Lastly, given a
reconfigurable system {27}, the machine size can be tailored to the problem size
for execution of a given algorithm if there exists performance criteria for
comparing different choices of machine size. The goal of this section is to study
the relationships among the various parailel configurations. In order to
demonstrate one way in which the measures can be applied, an SIMD clustering

algorithm 1s presented. In this example algorithm evaluation, both the image

size and the machine size are varied, permitting the performance of the

algorithm to be examined and compared under a variety of conditions.
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3.3.1 A Clustering Algorithm

Given n-dimensional vectors x, = [ajag, ... .a,]T and
xp = [bybs, . .. .b,|T, the Euclidean distance between the vectors is defined by

" e
D = }_: (ai_bi)2
=1

Given a population of n-dimensional vectors normally distributed N(U; V)

U. are the

and a second population normally distributed N(U;, M), where U, U;

IRy
opulation means and V)., V. are the population covariance matrices, the
P A p

i’

distance between these populations is defined to be the divergence

_L N ARE PR GRS

i —] —d)
+Lie s e o]

The following clustering algorithm is based on the ISODATA algorithm of
Hall and Bzll [28]. It groups vectors in such a way as to minimize the sum-of-

squared-error (SSL):

SSE = NN )
4 h
=N IEW "
where
¢ = number o: clusters
¢; = the set of vectors belonging to the ith cluster

M, = the mean vector for the ith cluster

Intuitively the vectors are grouped as tightly as possible about their respective

cluster means.
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Step 1:  Select ¢ arbitrary but distinct vectors to servc as initial cluster

centers, Mi, i=1,2,....c. (The user specifies the value of c.)

Step 3:  Compute the mean vectors for the data assigned to each cluster.
Denote means by M, i=1.2,...c.

Step 4: If the new cluster means M; are identical with the old cluster centers
Mv go to Step 5. Otherwise set M = M. 1=1,2,...,c and return to

Step 2.

Step 5: Compute the intercluster distances (divergences) and meige indistinct

clusters (having divergences less than a prespecified threshold).

Clustering complete.

The clustering algorithm is depicted in Figure 3.3.1. On every iteration of
steps 2, 3. and 4, the reassignment and movement of cluster centers (means)

reduces the SSE.  Since there is a lower limit on the SSE (it cannot be made

less than zero), the algorithm is guaranteed to terminate via step 5.

3.3.2 Parallel Implementation

Figure 3.3.2 contains a parallel implementation of the clustering algorithm
i a high-level progeamming language. The implementation is of the SIMD
tvpe. Nois the number of PEs and M x M is the image size. The PEs are

configured logically as a VN-by-V'N grid on which the M-by-M image is

: : : N
Step 2: Assign each vector in the data set to the nearest cluster center, based gy
A} . . .h\'

on Euclidean distance. A

£

. M M .
superimposed. so  that  each PPl holds  a TN--by-ﬁ— subimage  {for
convenience, 1Cis assumed that M/VN is an integer). The “local” assignment )
ioi:
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Fig. 3.3.1. A Basic Clustering Algorithm
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/* lterative Clustering Algorithm */

/* AL PEs execute in parallel.
number(1), i=1.....¢ stores the number of pivelsin the corresponding class.
Assume all initial ¢ cluster centers are already stored in cach PE.
Let My = [1yg i, [T i= 120 ¢ be the ¢ initial cluster centers.
Let M; = [m“,m;._.....,mi"]T. i=1.2.....c be the new cluster means.
n is the number of features per pivel. N is the number of PEs and
the image size 15 My M
Assume this is a checherboard type data allocation scheme.
PEs are arranged in a VN-by-V'N array and cach PE
M M

—~——-by-—= subimage. *
VNTUTUN /

stores i

/= Initialization. Zero the means and pixel counts. */

for1«—1toc
doforj«~ Iton
domy — 0
end
number (i) « 0
end

/* Nearest neighbor assignment =/

/* Let x be the spectral measurement veetor of a pixel where x = [x,,...,x AT and
n is the no. of features per pixel.
Array pelass stores the cluster no. to which pixels belong.

m: . = mean for class i, feature j at end of iteration

1J
yehange stores the no. of pixels which change class
i 8 a

assignment from last iteration to ths iteration */

Fig. 3.3.2. Parallel Implementation of the Clustering Algorithm (continued
on following pages)
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pchange «— 0O

M
k—0to——-1
for .LQ\/N y

do forf ~0to—=~

VN

do distance « 10000000
fori—1ttoc
do ecudist «— 0
forj— lton
do cudist « cudist + (X j=my )X j=my;)
end
il eudist < distance then class « i
distance «— eudist

end

fori—1ton
+ x.

do Melgesj <= M i

classi
end

number (class) «— number (class) + 1
if (pelass (k,{).NE. class) pchange — pchange +1
pelass (k,0) « class
end
end

/* Use recursive doubling algorithm to merge the elements in vectors M, i=1,...¢
and array number (i), 1=1.....c from each PL.
n = logaN
After merging, the results will be stored in cach PE. */

fori—Oton-1
do

DTR;, — DATA to be added

TRANSFER using Cube,

DATA «~ DATA + DTR

out

Fig. 3.3.2. (continued)




/= Compute the pereentage of class change for the whole image %/

/* Use recursive doubling algorithm to merge pchange in each PL.
After merging, the result will be stored in PI2 0. %/

o  MASK X" ' X]]
DTR,, «— pchange
TRANSFER using Cube;
MASK [X* 10 X]]
pchange «— pchange + DTR_,
end
MASK[0"]
pchange «— (pchange/(M=M)) = 100

/* If pchange is less than a prespecified threshold, then the clustering
is complete. Compute the separability information (not shown here);
otherwise set Mi =M, i=1.2,..,c and
return to the beginning of this algorithm. */

/* To test if pchange is less than t or not, only PE 0 is enabled. */

if pchange <t then compute the separability
QJQ'_(: x\il — ‘\1i' i:l,g,...,(‘
> go to the beginning of this algorithm.

- Fig. 3.3.2. (continued)
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of pixels to cluster centers is performed in parallel, so that cach PE contains
the result of a clustering iteration for the subimage which it holds. To
compute the new cluster means, these local results are then combined using a

form of ove;lapped recursive doubling.

The exact data allocation scheme used for this algorithm is not critical.
The only requirement is that 1/N of the image elements be assigned to each
PE.

For simplicity, we shall assume a scenario with monochrome imagery, so
that the nuraber of features per pixel (n) is 1 for this algorithm. Then on each
iteration, the distance calculation and determination of cluster membership

requires (3 additions + ¢ subtractions + (c+1) comparisons + ¢

2

multiplications) * operations for each PI. The recursive doubling

algorithm to inerge the means M;, and constants number(i), i=1,...,c in cach PE
requires 2c parallel transfers and add operations at each step. Since there are
logoN steps to merge the data, a total of 2clogyN parallel transfers and
additions is required. After merging the data, ¢ division operations are needed
to compute the new cluster centers. Using the recursive doubling algorithm to
merge pchange from ecach PE requires logoN transfers and additions, and,
2logsN masking operations. Computing the percentage of class change requires
{2 multiplications + 1 division) operations and 1 mask operation. Finally, to
test if pchange is less than a prespecified threshold t requires 1 comparison:

only PE 0 is enabled at this step.
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3.3.3 Performance Analysis
For application of the performance measures to the clustering algorithm,

the following are assumed:

= time for 1 integer addition operation,

= time for 1 integer subtraction operation,

= time for | masking operation,

t = time for | integer comparison operation,

t = time for 1 integer multiplication operation,
ty = time for 1 integer division operation,

t,(N) = time for 1 parallel data transfer operation.

For simplicity in the example that follows, it will also be assumed that
t, =t =t =t,/2 =ty/2 = 2t, =t,(N)/2. The actual relationships among
these operations will be implementation dependent. Time for loading and

storing data items and for program control operations such as testing loop

indices has not been explicitly included in the analysis. The time required for
program control will be assumed negligible in comparison to the other times,
and, in general, the program control operations can be overlapped with the PE
and inter-PE transfer operations. As shown carlier, the analysis could be

modified to account for implicit operations.

The performance of the clustering algorithm will be evaluated as a
function of N for an M-by-M image. with M ranging from 2% =64 to
213 = 2192, The evaluation is limited to machines having between 2% and 2!

PEs and the number of clusters being 32.

A e At et
FANRTIL L S .

P T A T A S RN AN -
PO WO VIR UN U WS DU PR VP WA U VS v DU WS VPR v ST W WP

- = -ii' -
. D . TP UL AP S PO S e S .
PO PR PRFS FE PSP P PV T T v

- » - -
PP ERAPK, PO




The sequential algorithm to do the clustering requires M? [3 additions + ¢
subtractions + (¢+1) comparisons + ¢ multiplications] + ¢ divisions + 1
comparison. Thus, the serial execution time (one processor, M* pixels) is given
by T,(M®) = M? [3 additions + ¢ subtractions + (c+1) comparisons + ¢
multiplications] + ¢ divisions + [ comparison =
M? [3et, +ost + e+ 1)xt +oxt ] ety 1

The following performance eriteria applied to the clustering algorithm are

discussed in [29].

(a) Execution Time (N processors, M? pixels ):

M*
Tn(M?) = N BrtatextotleF st best ]+ (e F Dty H (20 + 1logyNat, + 25,

+(2c + logyN*t (N) + (1 +2log,N)*t |

The execution time can be expressed as the sum of two components,
computation iime and overhead due to parallelism. The computation time is

given by

M?
N

en(M?) = [Bxt, Fext H e+ 1)xt et ]+ (e + 1)ty +t +(2c +1)logaNxt, 2+t

The overhead is given by

ON(M?) = (2¢+ Dlog,Nxt (N) +(1 + 2log,N)«t,

The serial execution time is T;(M?). Figure 3.3.3 shows the loga of the
execution time as a function of N and M under the simplifying assumptions
outlined above. The graph has been normalized to 1, = 1. For large images
(e.g.. M > 1021). it s clear that for given M the execution time deereases as N

increases. For such MUif Nois doubled, then the exeention time is decreased by
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Fig. 3.3.3. Clustering Algorithm: Execution Time




approximately a factor of two. For small images, an increase in the number of
PEs has little effect on the execution time. For such M, the time required for
the recursive doubling algorithm dominates when N is large, and there is little
or no advantage to using a large machine. For each M in the range 614 to 128,
the rate at which Ty(M?) decreases (dTp(M?)/dN) also decreases as N
increases. Therefore, for practical purposes it may be appropriate to consider

dTn(M?)/dN as well as Ty(M?).

(b) Speed-Up:
Sn(M?) = T\ (M?)/Tn(M?)

Figure 3.3.4 shows the log, of the speed-up as a function of N and M, under
the simplifying assumptions. For large M, SN(M?) ~ N, i.e., the speed-up is
almost ideal for all N considered. Therefore, using Sy(M?) as the performance
criterion wouid dictate using as many PEs as are available. For small M,
Sn(M?) << N, and the choice of N has little effect on the speed-up. For
example, for M = 64, there is little advantage to using more than 2% = 512
PEs. For small M, there exists a value for N up to which increasing the
number of PLs significantly increases the speed-up, but beyond which there is
little advantage to increasing N. Thus, it appears that using a combination of
speed-up with d(speed-up)/dN (and/or a measure such as utilization or

efficiency - see below) is a more practical eriterion than speed-up alone.,
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(¢) Efficiercy:

En(M?®) = Sy(M?)/N

= T,(M2)/(N*Tr(M?))

Figure 3.3.5 shows the efliciency for a range of values of M, under the
simplifying assumptions. As required by the definition, 0 < Ex(M?) < 1. For
all M, the eftliciency decreases as N inereases, but the rate of decrease is slower
for large M. For large M, the efficiency is high for all N considered, and the
\ choice of N does not significantly affect Ex(M?). For small M, Ex(M?) is small
for large N. The conclusion that the efliciency is poor for the choices of farge
' N and small M is consistent with the information from the exceution time
measure. From the observation that Ex(M?) is higher for large M, it can be

concluded that for a fixed N, there may be no advantage to decomposing a size

i MxM problem into smaller subproblems, even if the result can later be

recombined at low cost.

(d) Utilization:

X1
Un(M?) = 3 41 /(NTy(A)
x =0

where t, = time perform step x

P, = no. of PEs active for step x

-~
!

= no. of stepsin the N PE computation

N
(The computation time ¢y(M?) = Mo
=0

To derive the utilization requires counting the number of PEs active for each

computation step. In the stage of merging the pechange in each PE, log,N steps
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of recursive doubling are used. At step i, 1 < i < log,N, the number of PEs
performing the additions is N/2L Summing over the logaN steps gives N=1. In
the stage of testing whether pechange is less than t or not, only P12 0 is enabled.
For the rest of the computation operations, all N Plis are enabled. Figure
3.3.6 shows the utilization under the simplifying assumptions. In this example,

because most computation steps use all N PEs,
S t‘xPx ~ N * ('N(l“?)
Therefore, here Uy(M?2) ~ en(M3)/Tn(M?).

Efficiency is directly affected by both overhead and utilization.  As one
may expect, efficiency will decrease as overhead increases and/or utilization
decreases. If, for a given set of parameters, efliciency is low, then the overhead
and utilizaticn may be examined to determine factors contributing to the low
effictency. For the clustering algorithm, both overhead and utilization cause

efficiency to decrease as N inereases.

(e) Price: The price for the clustering example is
Pn(M?) = PTy(M?) + P [N+Ppp +NxP|
where P, = cost of a unit of execution time
Ppp= cost of a PE
P, = cost of a network switch

P;

;= relates total implementation cost to

hardware costs

Assuming a single stage cube network is used, the number of switches is N.

Figure 3.3.7 shows the logy of the price under the simplifying assumptions plus
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the assumptions that P, =P, = 1, and Ppp, = 32x P, = 1. For small M, the

curve has a minimum in the range 28 < N < 2" Furthermore, the optimal N :-}?'_.‘_-'_1
._-I._: 7
is greater for large images than for small images. This oceurs because for large {

images, execution time continues to decrease significantly as N increases, while
for smaller images. the rate at which Ty(M?®) decreases falls off for large N.

The generalized price for the clustering algorithm, under the same
assumptions, is given by

I
at1l

a
%
a+1

PuM?) = P+ Tn(M?) + *Pi¥[N*Ppp + N*P ]

where a expresses the relative importance of execution time versus system cost.
Figure 3.3.8 shows the generalized price as a function of N and a for a
1024x 1024 image. As expected, the optimal value of N shifts to the right as
execution time becomes more critical than system cost and to the left when

system cost dominates (a<1).

3.4 Parallel Architecture

From the discussion of the previous three sections, a multiprocessor system
which can be dynamically reconfigured as one or more independent
SIMD/MIMD  submachines of different sizes is needed to implement the
supervised relaxation algorithm.  In this section, the partitioning of the
interconnection networks, cube network and  augmented data manipulator
network. is considered. Typically, when the number of processing elements in
the multiprocessor system increases, the data communications between the PEs
become more and more important.  Espeeially for multiple submachines of
SIMD and MIMD  modes. it is required that  different submachines can

stmultancously execute their mstructions and do not interfere with each other.
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But, they still can cooperate with each other in the results through the
interconnection network after certain stages of compntations. The routing
schemes presented below for both cube network and ADM network and hybrid
type network are quoted from [16.17.18,19]. The network adopted is so well
suited to the supervised relaxation algorithm that substantial speedup by the

multiprocessor system is expected.

3.4.1 Hybrid Network

As shown in Fig. 3.4.1, the hybrid cube network 1s an integration of two
networks. the unidirectional packet-switched cube network and the bi-
directional circuit-switched cube network. This netwerk is suitable for the
parallelism modes configured as shown in Fig. 3.2.1 because large blocks of
input data can be pipelined through the lower half network and fast data and
instruction fetches can be provided by the upper half network. The upper half
of the hybrid cube network is a PE-to-PE configuration in which the cube
network is wrapped around and connected to N Plis. There is a local memory
module assoctated with each PE. The lower half of the hybrid cube network is
a PE-to-memory configuration in which N PEs are connected on one side and
N memory modules are connected on the other side. The memory spaces in the
N memory modules shared by the N PIEs are much larger than the local
memory modules in the N PEs. The interchange boxes at the mth stage
(m = log,N) can be set to conneet to the upper half or the lower half of the
hybrid cube network by setting the interchange boxes to straight or exchange;
they each have one input port connected to a Phs.

The advantage of the Pl-to-Pli configuration is fast local memory

accesses. For SIMD mode, data are stored in the loeal memory. Therefore,
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this configuration can provide fast instruction and data fetches. For the PE-
to-memory configuration, N PEs share large blocks of data stored in N memory

modules and can vary the amount of memory used by each processing element.

For the packet-switched cube network, a packet makes its way from stage
to stage. releasing links and interchange boxes immediately after using them.
It is good for MIMD mode which needs a frequently changing path through the
network when performing window-type operations.  Therefore, every PE can
request data from a neighboring PE by sending a message via the
interconnection network and the requested PE can respond accordingly. As a
result, it can reduce contention incurred by sending two packets to the same
input port of the interchange box or dispatching two packets from the same
output port of the interchange box. For the circuit-switched cube network, a
complete circuit is established from input port to output port for one particular
path. It is good for SIMD mode which can provide parallel data transfers via
the interconnection network and also good for transferring large blocks of data
from the shared memory modules to PEs. Therefore, data transfers can be
pipelined through the network. Once this path is establisked, the only delay is
propagation delay.

The upper half of the hybrid cube network is an unidirectional network.
since the inputs and outputs of the network are connected to PEs, the
unidirectional network is suflicient.  For the lower half of the hybrid cube
network, since large blocks of data need to be transferred between PEs and
memory modules, a bidireetional network is necessary to provide this facility.

Actually. the hybrid cube network contains N input ports, 2N output
ports and two size N generalized cube networks. It has m+1 stages labeled

from m to 0. Interchange boxes in stage m divide the network into two halves.
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That is, the interchange boxes can be set to conneet to either the upper half or

lower half of the network.

If the cube network is replaced by the ADM network, then the hybrid
cube network becomes the hybrid ADM network. The ADM network as more
powerful than the cube network. For the multistage cube network, there s
only one path between a particular network input and output. But for the
multistage ADM network, there are multiple paths between a given network
input and output. Thus, the hybrid ADM network can reroute the packets
through another path if the current estabhished path s broken or has busy
switching elements in it. It can perform any permutation that a multistage
cube network can perform. However, in addition to these advantages for the
hybrid ADM network, there are also additional implementation costs and

control complexity that the hybrid cube network does not have.

If the multiprocessor system with the hybrid network is used to implement
the supervised relaxation algorithm, the data inputs to the subalgorithms in
blocks A, B, and C can be stored in the memory modules first. The input data
tend to be large. Therefore, the memory modules can provide large storage
space for them and data can be retrieved on demand. After using them, results
produced can be transferred back to memory modules in order to save memory

spaces in PEs for other purposes.

3.4.2 Partitioning the Cube Network into 2 MIMDs and 1 SIND

Partitioning and routing schemes for the cube network are described in the

Appendix.
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For simplicity, assume there are N =16 PEs. We want to partition these
PEs into 2 MIMD submachines and 1 SIMD  submachine for the
implementation of the supervised relazation algorithm in this multiprocessor
system. One MIMD has 8 PEs and the other MIMD has 2 PEs. The SIMD has
4 PEs plus one PLE for the control unit. Thus a total of 15 Plis have been
used. Now, the remammg problem is how to partition the network into 2
MINMDs and one SIMD with the control unit associated with it. If the network
can be partitioned into these three independent groups, then the PEs connected
to this network are automatically partitioned into three corresponding

independent submachines.

For MIMD mode with size 8, the addresses of these 8 ports must differ in 3
bit positions. For example, if port addresses from 0 to 7 are assigned to the
MIMD machine, their addresses will all agree in only the most significant bit
position. By setting to straight the interchange boxes in stage 3 corresponding
to the input port addresses ranging from 0 to 7, one MIMD with size 8 is
formed. Similarly, for MIMD mode with size 2, the addresses of these two
must differ in 1 bit position. Let us say that port addresses, 10 and 11, form
one MIMD. Therefore, two addresses will agree in the upper 3 bit positions.
By setting to straight the interchange boxes in stages 3 2, and 1 corresponding
to these two port addresses, one independent MIMD wiih size 2 is formed. For
SIMD. if port address & is selected as the control unit and port addresses
ranging from 12 to 15 are sclected for the processing PEs, then these latter 4
addresses agree in the most significant bit position. By setting to straight the
mterchange boxes in stage 3 corresponding to port addresses from 12 to 15,
these 1 addresses form one independent group. PE & can broadcast

imstructions to these 4 by ealeulating the routing tag as follows:
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R=5S @ D=8 12=1000 & 1100=0100
and
B=D;®D;=12@ 15=1100 ® 1111=0011
(the notation is defined in the Appendix). For PE 8 by setting the interchange

boxes in stage 3, 2. 1, and 0 to straight, exchange, broadeast, and broadeast, it

T

can broadcast instructions to Pls 12, 13, 11, and 15, The result is shown

Fig. 3.4.2.

Y

3.4.3 Partitioning the ADM Network into 2 MIMDs and 1 SIMD

Since the determination of routing tags can be found in {16.17], this

section only overviews the advantages of the ADM network. Most important is

the description of the partitioning of the ADM network into 2 NIMDs and 1

SIMD.

The advantages of the ADM network as deseribed before are the multiple
paths existing between a network input and output, and the additional
permutations, as compared to the cube network, which the ADM network can

perform.

The ADM network consists of N input ports, N output ports, and

m = log,N stages with N switching elements per stage. Stages are numbered

from m—1 to 0. Each switching element in stage i performs a straight

connection and the PM2I (plus-minus 2') interconnection function which is

defined as

PM,i(j) = + 2) mod N
PM . (j) = - 21) mod N
for0<j< N and 0<i<m

Therefore, each node j at stage i of the network has three output lines. But,
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there are only two distinct data paths from each node in stage m-1 [17]. The
ADM network is shown in Fig. 3.0.3. The individual switching elements in
every stage can be controlled independently and routing tags are employed to
distribute control of the network among the processors to avoid the bottleneck

created by Jhe centralized control unit.

Assume there are N =16 PIs connected to the ADM network. The

network can be partitioned into one SIMD machine with size 2, one MIMD

T T 4 W RN R W W W — "

machine with size 1, and one MIND machine with size 2 as shown in Fig. 3.4.1.
For the MIMD machine of size 4, if the port addresses include 1, 5, 9, and 13,
set the corresponding switching elements in stages 0 and 1 to straight. For
MIMD machine of size 2, if this group includes ports 7 and 15, set the
corresponding switching elements in stages 0, 1, and 2 to straight. The

principle of partitioning is that the size of each subnetwork must be a power of

b
b
\
3
\
\
]
I
X
]
d

2 and the addresses of the input ports in the subnetwork of size 2% must agree
in their lower order m—s bit positions. For SIMD mode, port 11 acts as the
control unit to broadcast instructions to ports 2 and 1. The routing tag
contains two parts: {R,B} = {11001, 10001}. In [16,17], calculation of the
routing tags is described. Therefore, PE 11 sets the switching elements in
successive stages to be —23, straight, straight. 2'-type broadcast. Thus, it can
broadcast instructions to PEs 2 and 1. The 2 MIMD modes and 1 SIMD mode
in the independent subnetworks shown in Fig. 3.1.14 have the complete

interconnection capabilities of the ADM network.

The important ability of this network is that it can dynamically reroute

the message through alternate available paths to gain fault tolerance as well as

improved throughput [17].
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3.5 Summary and Conclusions

In Section 3.1, it was shown that the maximum parallelism achieved at
this level of modeling is reduced by the nature of the algorithm and especially
by the scalar processes mvolved in the testing of the loop despite the
availability of 1024 PEs. It also was shown that the average parallelism h,
which accounts for both concurrency of processing elements and for the overlap
of array and scalar or control-flow instructions, is usually larger than the
average vector parallelism h which only accounts jor the concurrency of
processing elements and doesn’t consider the overlap of array and scalar or
control-flow instructions. I the number of processing elements is relatively
small, the overlap of the control unit with the array processors may be
significant. Otherwise, the overlap of the control unit with the array processors

contributes very little to the degree of parallelism.

An interesting result of the analyses in this section was that the total time
required to classify an image using a pipeline is greater than that using an
SIMD architeeture even though the utilization of the PEs is greater for the
pipeline. The reason is that the overhead due to unplementing the parallelism
for the pipeline is greater. The overhead includes sealar operations executed at
cach stage of the pipeline and data transfers between stages of the pipeline. In
SIMD mode. PE address and general masking operations cost nothing in the
total algorithm run time if we assume that masking operations are decoded in
the control unit. This property s also maodeled with S-Nets. Therefore, the
transition firing time 15 not ineressed to accommodate mask markings that are
not all I's. Data transfer time and data transfers through the interconnection
network can also be modeled with S-Nets, such as the data transfers in vector

sum example. Based on the S-Net maodel, system throughpat can be increased
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by maximizing the h and h measures.

Also in this section, we modeled a complex algorithm (maximum likelihood

classification) with S-Nets on SIMD and pipeline  architectures.  Some -

quantitative measures such as parallelism and execution time were considered ,‘p_,‘:;
in conjunction with S-Nets. Due to the availability of quantitative measures,
we can make direct comparisons between two architectures based on a given
image size and number of PEs. In general, for image processing operations
which are not window-type operations, the higher the dimensionality of the “
remote sensing data and the more classes represented in the image. the greater -
the potential benefits to be derived from SIMD implementation of the process.
Section 3.2 discussed the comparison between execution times of SIMD
and MIMD processors based on the analysis of explicit and implicit operations
embedded in an algorithm. In Scction 3.2.4 it was demonstrated that the
MIMD mode is better than SIMD mode for the algorithms which are not oo
suitable for lockstep operation.  Of course. MIMD mode needs a more '-_'l'
complicated control strategy and has more complicated methods for data
transfers than SIMD mode. In SIMD mode, every step is synchronized and the
control strategy is simpler. In general, algorithms which have window-type -
operations and do not have operators whose execution times are argument-
dependent are suitable for SIMD mode becanse they can take advantage of
overlapping of scalar and array operations, parallel data transfers, synehronized
operation, and simpler control schemes without loosing the better utilization of
PE resources. Algorithms which do not have window-type operations and have
operators whose execution times are argument-dependent are suitable for

MIMD mode because they can avoid the interrupt operations for asyvnchronous

data transfers and deadlock prevention schemes, achieve better utilization of
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PE processing power, and minimize exccution times. For algorithms which
have window-type operations and are suitable for MIMD mcde, data transfers
can be exccuted in parallel before performing any data computation or can be
executed in a more general fashion though interrupt operations provided that
the complicated control scheme of the system is available. We assume that
asynchronous data transfers through interrupt operations and control schemes

can be supported by the hardware/software.

The supervised relaxation algorithm contains several subalgorithms, some

of which have execution times that are argument-dependent. These

subalgorithms are suitable for MIMD mode in order to most efficiently utilize
the processing power of PEs and minimize execution times. On the other
hand, subalgorithms with execution times which are no. argument-dependent
are most suitable for SIMD mode in order to take advantage of the simpler
control strategy and lockstep operations. PASM [26,27], a partitionable,
reconfigurable SIMD/MIMD multimicroprocessor system, offers an interesting

environment in which to implement the supervised relaxation algorithm. It can

be conficured as one SIMD submachine and two MIMD submachines of

s s

different sizes for the earlier processing stages and later can be reconfigured as

T

an SIMD machine with maximum PEs in order to avoid a bottleneck due to a
particularly complex operation.  From Table 3.2.3, it was seen that the
speedup of both SIMD and MIMD submachines will be close to (M/n)?, which is
the number of Pls, if the subimage size is large enough so that the overhead
caused by parallelism is not a dominant factor.

In Section 3.3, analysis of a representative algorithm (clustering)

emphasized system performance as a function of problem size and system size.

Although the system performances are for SIMD mode, it can be generalized to
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MIMD mode as long as data transfers are executed in parallel before
performing data computation, and the computation time for MIMD mode must
take into account scalar operations such as loop counting, branching, and
subroutine calls and returns. The other processing environment of MIMD mode
is the same as that described in Section 3.2. We recall that the subalgorithms
in blocks A, B, and C as shown in Fig. 3.2.1 can be executed independently
and simultaneously because the input data and results of these three
subalgorithms are independent of each other. For systems aimed at real-time
processing, it is best that these subalgorithms produce their results almost at
the same time to provide input data for block D. Based on the “execution
time” measure, we can assign different numbers of processing elements for
subalgorithms in blocks A, B, and C to synchronize their outputs and minimize

the execution time. But by considering execution time alone, it is possible to

select the number of PEs such that the marginal improvement in performance
is very small or, conversely, such that significant improvements may be
sacrificed. The execution time does not directly address issues related to how
effectively the system resources are being used. In general the “speed-up”,
“efficiency™, and ‘‘utilization™ measures used together can achieve Dbetter
utilization of PIS resources and synchronize the outputs. By considering the
total number of PEs assigned to blocks A, B, and C as system cost and the
required execution time to synchronize the outputs as execution-time cost, the

“price” and “generalized price” measures can provide a means to choose the

number of PEs which seems to be a compromise between execution time and
system cost.
In Section 3.1, we considered two interconnection networks which can

provide the communication among the PEs in the multiprocessor system and
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described how these two networks can be reconfigured as 2 MIMDs and 1 SIMD

subnetworks to support the system to implement the supervised relaxation

) algorithm.




.......................................

CHAPTER 4 - CONCLUSIONS AND SUGGESTIONS

The supervised relaxation operator was demonstrated successfully as a
mechanism for combining the information from multiple ancillary data sources
with the information from spectral data and spatial context in classifying of
multispectral imagery. In Chapter 2, the method was described and the
convergence of the iterative algorithm was established. The final labeling
results from convergence of evidence, reaching consistent labeling. The key
inputs to the supervised relaxation operator are a quantitative characterization
of initial probabilities computed from the spectral data and conditional
probabilities computed from the contextual information. The initial
probabilities were obtained in the penultimate step of the maximum likelihood
classification using spectral data; the conditional probabilities were calculated
from another source of data known to be correct. The experimental results
showed that the performance of the method using spatial contextual
information was only slightly better than that obtained from the maximum
likelihood classifier; the performance with one ancillary information source was
much better than previously obtained; and the performance measure with two
ancillary information sources was still better. These results demonstrate that
the supervised relaxation algorithm is a useful technique to integrate

information from the various sources and achieve a ground cover classification
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which is both accurate and consistent in the face of incousistencies which may

exist among the data components.

In Chapter 3, S-Nets were used to describe the maximum likelihood
algorithm implemented in SIMD and pipeline modes of parallelism. Analysis of
the S-Net models showed that the overhead incurred by the pipeline causes
longer cxecution time than SIMD mode. PI address and general mask
operations, which for SIMD are decoded in the control unit and cost nothing in
the algorithm run time, can also be modeled with S-Nets, as can the data

transfer time and data transfers through the network.

Some quantitative measures such as average parallelism and execution
time were also developed and used to make direct comparisons between two
architectures. Detailed descriptions and analyses of implicit operations, explicit
operations, loop counting operations, parallel transfers, and interrupt
operations occurring in SIMD and MIMD modes of parallelism were presented
in Section 3.2. Based on these analyses, the comparison of execution times
derived can lead to the right decision concerning which mode of parallelism,
SIMD or MIMD, is best suited to one specific algorithm. In general, algorithms
which have window-type operations and do not have operators whose execution
time are argument-dependent are suitable for SIMD mode because they can
make use of overlap of scalar and array operations, parallel data transfers,
synchronized operation, and simpler control scheme. Algorithms which do not
have window-type operations and have operators whose execution times are
argument-dependent ate best suited to MIMD mode. Even for algorithms
which have window type operations and have operators whose execution times

are argument-dependent, MIMD mode is still suitable as long as data transfers

can be executed in parallel fashion before performing data computation.
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Section 3.3 described the determination of the optimal number of processing
elements for a given image size based on measures of evaluating the
performance of algorithms for SIMD machines. An important concept is that
the number of PEs can be chosen subject to the relative importance of system
cost and execution time.

Finally, two multistage interconnection networks were described, the cube
network and ADM network, which provide the communication medium for the

multiprocessor system and can be configured to operate as subnetworks

supporting complex tasks.

The neighborhood contributions from the four nearest neighbors have been
used in the current study. For further research, parallel implementations may : » Ty
be developed to utilize neighborhood relations beyond just near neighboring '
pixels to combine the contextual information in the algorithm. Equal

weighting corstants, d;;, have been assigned to the four nearest neighbors; i.e.,

ij?
these four neighboring pixels have equal degree of influence in the
neighborhood contribution. If the weighting constants can be dynamically
adjusted to allow different neighbors to have different degrees of influence on } 3

the current pixel classification, the classification accuracy expected may be

better. Furthermore, in a more complicated cas~ in which one ancillary data

source is felt to be more accurate than another, it is possible to assign two
different weighting constants to the ancillary variables in the supervised

relaxation process.

The current modeling based on SIMD and pipeline architectures appears to

work quite well. A future challenge is to use S-Nets to model control strategies

or operating systems for various type architectures. Also, further investigations

should exploit algorithms on MIMD architectures and on MSIMD architectures
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in which SIMDs operates asynchronously. If the totai elapsed time of the S-
Net the transition sequences and the average parallelism of the S-Net can be
quantitatively determined, together with the description presented in Section
3.2, the results may provide a more reliable way to decide which architecture

model is best suited to a particular algorithm.
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APPENDIX -
PARTITIONING AND ROUTING SCHEMES OF THE CUBE NETWORK [18]

The generalized cube network has N inputs, N outputs, and m =log,N
stages. Each interchange box can be set to one of the four legitimate
configurations shown in Fig. A.1. The m cube interchange functions are
defined as

cubey(Pp_y - - PyPg) =Py -+ - P PPy - - PyPg

where

0<i<m

P, means the complement of bit P;. Stage i of the generalized cube network
contains the cube; interconnection function, i.e., ifo lines of each box differ in

the ith bit position as shown in Fig. A.1.

The cube network can be partitioned into independent groups. The PEs
in a group must agree in m-s bits if this group has 2° PEs and m =log,N. For
example, if the cube network has N =8 inputs and outputs, it may be
partitioned into two groups: group A consists of ports 0 to 3 and group B
consists of ports 4 to 7. By setting all of the interchange boxes in stage 2 to
straight, these two groups are isolated as shown in Fig. A.2. If the interchange
boxes in the other stage are set to straight, then two independent groups other

than the one in Fig. A.2 are formed as shown in Fig. A.3 and in Fig. A4.
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Fach subnetwork has the properties of a cube network and can be further
subdivided to form smaller independent subnetworks. As shown in Fig. A.5,
the subnetwork B in Fig. A.2 is further divided to forin two independent
subnetworks C and D.

Any type ol a centralized control unit would create a bottleneck, but if

control is distributed among the processors, each is responsible for determining

its own control signals. Therefore, the purpose of using routing tags as headers
on messages is to allow network control to be distributed among the processors.
If the processors using the network are configured as an SIMD machine, their
nonbroadecasting communication needs take the form of interconnection
functions. An interconnection function is a specification of the way all of the N
input ports are connected to the N output ports. An interconnection function
is said to be admissible by the network if there are no conflicting requests for
interchange box settings. In establishing an admissible interconnection
function, routing tags are used by all active processors simultaneously. In

MIMD mode, the routing requests occur at random intervals.

I'or one-to-one connection, the routing tag, T, is calculated as T=S®D
in which S is the inpat port and D is the output port. The operator @ denotes
“exclusive or.” For example, if S=5=101 and D=3=011, then

T=S®D=101 D011 =110. The interchange box in stage i only checks T;

1

which is the ith bit of routing tag T. If T;=1, set interchange box to

exchange. If T; =0, set interchange box to straight. Fig. A.6 shows the path
established between input port 5 and output port 3. The incoming tag is also
the same as the return tag. Therefore, it can implement handshaking.

For one-to-many broadcast, the routing tag contains two parts: R contains

routing information and B contains broadcast information. R contains m bits,
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so does B. For broadcasting, the destination group must be a group of size
equal to 21, In this group, there must be at most j bits that disagree among
any pair of the addresses, and m-j bit positions in which all these addresses
must agree. For example, input port S=5 =101 broadecasts messages to

output ports 2, 3, 6, and 7, in which all addresses agree in the first bit position

N (the least significant bit is the Oth bit). Then,
: R=S®D;=S®D,; =101 ®010 =111 where D, is any one of 4 destination
- addresses and B=D,; ® D, =010 ® 111 =101 where D; and D, must have
- hamming distance of 2. The interchange boxes in stage i check B; first. If
J B; =1, set interchange box to either upper broadcast or lower broadcast. If

B, =0, then check R;. If R; =0, set interchange box to straight, otherwise set
exchange. Fig. A.7 shows input port, S =35, broadcasts messages to output

ports, D =2,3,6 and 7.
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